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• One naturally obtains 
the right cosmic 
density of  WIMPs

   Thermal production in
    hot primordial plasma.

The Magnificent WIMP
(Weakly Interacting Massive Particle)

• One can experimentally test the WIMP hypothesis
The same physical processes that produce 
the right density of  WIMPs make their detection possible

37.2±0.5 pJ/m3 ordinary matter
1 to 5 pJ/m3 neutrinos

202±5
pJ/m3 
cold dark 
matter

524±94 pJ/m3 
dark energy

0.04175±0.00004 pJ/m3 photons
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• At early times, WIMPs are produced in e+e-, μ+μ-, etc collisions in 
the hot primordial soup [thermal production].

• WIMP production ceases when the production rate becomes 
smaller than the Hubble expansion rate [freeze-out]. 

• After freeze-out, there is a constant number of  WIMPs in a 
volume expanding with the universe.

Cosmic density of thermal WIMPs
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Γann ≡ n〈σv〉 ∼ H

annihilation rate

freeze-out

expansion rate

Ωχh2 !
3 × 10−27cm3/s

〈σv〉
ann

Ωχh
2

= Ωcdmh
2
! 0.1143

for

Cosmic density of thermal WIMPs

This is why they are called  Weakly Interacting Massive Particles
(WIMPless candidates are WIMPs!)

h�viann ' 3⇥ 10�26cm3/s
1ns 100ns0.01ns(m=100GeV)
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Cosmic density of thermal WIMPs

• In general, ⟨σv⟩ is a complicated function of the WIMP mass m 
and the WIMP velocity v, including resonances, thresholds, and 
coannihilations.

• At small v, ⟨σv⟩ can be expanded as

h�vi = a+ bv2 + · · ·

h�vi = bv2 + cv4 + · · ·

s-wave

p-wave

(These expansions are not good near a resonance or threshold.)
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⟨σv⟩=const required for right cosmic density
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Cosmic density of thermal WIMPs

s-wave

Steigman, Dasgupta, Beacom 2012
Gondolo, Steigman (in prep.)
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Fourth-generation Standard Model neutrino

~ few GeV
preferred cosmological mass 
Lee & Weinberg 1977

Cosmic density of thermal WIMPs
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Børge Kile Gjelsten, University of Oslo 44 IDM, Aug 2008

Colliders

The power 
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Constraints on scattering cross section
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Mono- and multi-jet searches at the LHC

FERMILAB-PUB-12-066-T

Taking a Razor to Dark Matter Parameter Space at the LHC

Patrick J. Fox,1, ⇤ Roni Harnik,1, † Reinard Primulando,1, 2, ‡ and Chiu-Tien Yu1, 3, §

1Theoretical Physics Department, Fermilab,

P.O. Box 500, Batavia, IL 60510, USA

2High Energy Theory Group, Department of Physics,

College of William and Mary, Williamsburg, VA 23187, USA

3Department of Physics, University of Wisconsin, Madison, WI 53706 USA

(Dated: March 9, 2012)

Dark matter (DM) has been searched for at colliders in a largely model indepen-

dent fashion by looking for an excess number of events involving a single jet, or

photon, and missing energy. We investigate the possibility of looking for excesses

in more inclusive jet channels. Events with multiple jets contain more information

and thus more handles to increase the signal to background ratio. In particular, we

adapt the recent CMS “razor” analysis from a search for supersymmetry to a search

for DM. We consider simplified models where DM is a Dirac fermion that couples to

the quarks of the Standard Model (SM) through exchange of vector or axial-vector

mediators or to gluons through scalar exchange. We consider both light and heavy

(leading to e↵ective contact interactions) mediators. Since the razor analysis requires

multiple jets in the final state, the data set is complementary to that used for the

monojet search and thus the bounds can be combined.

⇤Electronic address: pjfox@fnal.gov
†Electronic address: roni@fnal.gov
‡Electronic address: rprimulando@email.wm.edu
§Electronic address: cyu27@wisc.edu
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FIG. 6: Razor limits on spin-independent (LH plot) and spin-dependent (RH plot) DM-nucleon

scattering compared to limits from the direct detection experiments. We also include the mono-

jet limits and the combined razor/monojet limits. We show the constraints on spin-independent

scattering from CDMS [2], CoGeNT [36], CRESST [37], DAMA [38], and XENON-100 [3], and

the constraints on spin-dependent scattering from COUPP [39], DAMA [38], PICASSO [40], SIM-

PLE [41], and XENON-10 [42]. We have assumed large systematic uncertainties on the DAMA

quenching factors: q
Na

= 0.3 ± 0.1 for sodium and qI = 0.09 ± 0.03 for iodine [43], which gives

rise to an enlargement of the DAMA allowed regions. All limits are shown at the 90% confidence

level. For DAMA and CoGeNT, we show the 90% and 3� contours based on the fits of [44], and

for CRESST, we show the 1� and 2� contours.
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As in the case of direct detection, we assume universal DM couplings in quark flavor. In

Fig. 7, we show h�v
rel

i as functions of the DM mass, taking hv2reli = 0.24, which corresponds

to the average DM velocity during the freeze-out epoch. A much smaller average hv2reli,
e.g. in the galactic environment, would lead to stronger bounds. If the DM has additional

annihilation modes, the bounds weaken by a factor of 1/BR(�̄� ! q̄q). Assuming that

the e↵ective operator description is still valid during the freeze-out epoch, the thermal relic

density cross-section is ruled out at 90 % C.L. for m�
<⇠ 20 GeV for OV , and m�

<⇠ 100 GeV

for OA.

Spin independent Spin dependent

Spin-dependent
Text

Fox et al 2012

Direct detection and LHC
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Constraints on annihilation cross section

Kopp, Fox, Harnik, Tait 2011  &  Bergstrom et al 2013

γ-rays, cosmological ionization, positrons, and LHC 4
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FIG. 3. Upper limits (95% CL) on the DM annihilation cross
section, as derived from the AMS positron fraction, for various
final states (this work), WMAP7 (for !+!−) [43] and Fermi
LAT dwarf spheroidals (for µ+µ− and τ+τ−) [42]. The dot-
ted portions of the curves are potentially affected by solar
modulation. We also indicate 〈σv〉therm ≡ 3× 10−26 cm3s−1.
The AMS limits are shown for reasonable reference values of
the local DM density and energy loss rate, and can vary by a
factor of a few, as indicated by the hatched band (for clarity,
this band is only shown around the e+e− constraint).

away by other particles (neutrinos, in particular) and be-
cause they feature broader and less distinctive spectral
shapes. These new limits on DM annihilating to µ+µ−

and τ+τ− final states are still, however, highly competi-
tive with or much stronger than those derived from other
observations, such as from the cosmic microwave back-
ground [43] and from gamma-ray observations of dwarf
galaxies [42]. Note that for the case of e+e−γ final states
even stronger limits can be derived for mχ ! 50GeV by
a spectral analysis of gamma rays [70]. We do not show
results for the b̄b channel, for which we nominally find
even weaker limits due to the broader spectrum. In fact,
due to degeneracies with the background modeling, lim-
its for annihilation channels which produce such a broad
spectrum of positrons can suffer from significant system-
atic uncertainties. For this reason, we consider our limits
on the e+e− channel to be the most robust.
Uncertainties in the e± energy loss rate and local DM

density weaken, to some extent, our ability to robustly
constrain the annihilation cross sections under consid-
eration in Fig. 3. We reflect this uncertainty by show-
ing a band around the e+e− constraint, corresponding
to the range Urad + UB = (1.2 − 2.6) eV cm−3, and
ρ"χ = (0.25− 0.7)GeV cm−3 [59, 71]. Uncertainty bands
of the same width apply to each of the other final states
shown in the figure, but are not explicitly shown for clar-
ity. Other diffusion parameter choices impact our lim-
its only by up to ∼10%, except for the case of low DM
masses, for which uncertainties in the modeling of solar
modulation may be important [51, 72]. We reflect this in
Fig. 3 by depicting the limits derived in this less certain

mass range, where the peak of the signal e+ flux falls
below 5GeV, with dotted (rather than solid) lines.

For comparison, we have also considered a collection
of physical background models in which we calculated
the expected primary and secondary lepton fluxes using
GALPROP, and then added the contribution from all
galactic pulsars. While this leads to an almost identical
description of the background at high energies as in the
phenomenological model, small differences are manifest
at lower energies due to solar modulation and a spec-
tral break [53, 73, 74] in the CR injection spectrum at a
few GeV (both neglected in the AMS parameterization).
We cross-check our fit to the AMS positron fraction with
lepton measurements by Fermi [61]. Using these physical
background models in our fits, instead of the phenomeno-
logical AMS parameterization, the limits do not change
significantly. The arguably most extreme case would be
the appearance of dips in the background due to the su-
perposition of several pulsar contributions, which might
conspire with a hidden DM signal at almost exactly the
same energy. We find that in such situations, the real lim-
its on the annihilation rate could be weaker (or stronger)
by up to roughly a factor of 3 for any individual value of
mχ. We refer to the accompanying material in the Ap-
pendix for more details and further discussion of possible
systematics that might affect our analysis.

Lastly, we note that the upper limits on 〈σv〉(mχ) re-
ported in Fig. 3 can easily be translated into upper limits
on the decay width of a DM particle of mass 2mχ via
Γ % 〈σv〉ρ"χ /mχ. We checked explicitly that this sim-
ple transformation is correct to better than 10% for the
L =4 kpc propagation scenario and e+e− and µ+µ− final
states over the full considered energy range.

Conclusions. In this Letter, we have considered a
possible dark matter contribution to the recent AMS cos-
mic ray positron fraction data. The high quality of this
data has allowed us for the first time to successfully per-
form a spectral analysis, similar to that used previously
in the context of gamma ray searches for DM. While we
have found no indication of a DM signal, we have derived
upper bounds on annihilation and decay rates into lep-
tonic final states that improve upon the most stringent
current limits by up to two orders of magnitude. For
light DM in particular, our limits for e+e− and µ+µ− fi-
nal states are significantly below the cross section naively
predicted for a simple thermal relic. When taken together
with constraints on DM annihilations to hadronic final
states from gamma rays [42] and antiprotons [22], this
new information significantly limits the range of models
which may contain a viable candidate for dark matter
with mχ ∼ O(10)GeV.

The AMS mission is planned to continue for 20 years.
With the total data set, we expect to be able to
strengthen the presented limits by at least a factor of
three in the energy range of 6–200GeV, and by more in
the likely case that systematics and the effective accep-
tance of the instrument improve.

cosmic density (s-wave)

dwarf spheroidal γ (µ+µ-) CMB

positrons

�
�
``

��µ�5�`�
µ�5`

�``�
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Evidence for WIMP dark matter?
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.

The Fermi LAT Collaboration acknowledges support
from a number of agencies and institutes for both de-
velopment and the operation of the LAT as well as sci-
entific data analysis. These include NASA and DOE
in the United States, CEA/Irfu and IN2P3/CNRS in
France, ASI and INFN in Italy, MEXT, KEK, and JAXA
in Japan, and the K. A. Wallenberg Foundation, the
Swedish Research Council and the National Space Board
in Sweden. Additional support from INAF in Italy and
CNES in France for science analysis during the opera-
tions phase is also gratefully acknowledged.
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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Cosmic ray positrons
Fermi-LAT confirms and extends the positron excess

Use the biggest magnet on Earth: the geomagnetic field!
Daniel, Stephens 1965; Müller, Tang 1987

∼10 GeV [14, 15] with high precision, confirming the in-
dications seen in the earlier data.
The best established mechanism for producing CR

positrons is secondary production: CR nuclei interact
inelastically with interstellar gas, producing charged pi-
ons that decay to positrons, electrons, and neutrinos.
However, this process results in a positron fraction that
decreases with energy [4, 16]. The origin of the rising
positron fraction at high energy is unknown and has been
ascribed to a variety of mechanisms including pulsars,
CRs interacting with giant molecular clouds, and dark
matter. See [17, 18] for recent reviews.
The Large Area Telescope (LAT) is a pair-conversion

gamma-ray telescope onboard the Fermi Gamma-ray
Space Telescope satellite. It has been used to measure
the combined CR electron and positron spectrum from
7 GeV to 1 TeV [19, 20]. The LAT does not have a mag-
net for charge separation. However, as pioneered by [21]
and [22], the geomagnetic field can also be used to sepa-
rate the two species without an onboard magnet. Müller
and Tang [22] used the difference in geomagnetic cut-
off for positrons and electrons from the east and west
to determine the positron fraction between 10 GeV and
20 GeV. As reported below, we used the shadow im-
posed by the Earth and its offset direction for electrons
and positrons due to the geomagnetic field, to separately
measure the spectra of CR electrons and positrons from
20 GeV to 200 GeV. In this energy range, the 68% con-
tainment radius of the LAT point-spread function is 0.1◦

or better and the energy resolution is 8% or better.
Region selection and exposure calculation. The Earth’s

magnetic field significantly affects the CR distribution in
near-Earth space. At energies below ∼10 GeV, a signifi-
cant fraction of the incoming particles are deflected back
to interplanetary space by the magnetic field (“geomag-
netic cutoff”). The exact value of the geomagnetic cutoff
rigidity depends on the detector position and viewing
angle. In addition to the geomagnetic cutoff effect, the
Earth blocks trajectories for particles of certain rigidities
and directions while allowing other trajectories. This re-
sults in a different rate of CRs from the east than the
west (the “east-west effect”) [23–25].
Figure 1 shows example trajectories for electrons and

positrons. Positive charges propagating toward the east
are curved outward, while negative charges are curved
inward toward the Earth (Figure 1). This results in a
region of particle directions from which positrons can ar-
rive, while electrons are blocked by the Earth. At each
particle rigidity there is a region to the west from which
positrons are allowed and electrons are forbidden. There
is a corresponding region to the east from which electrons
are allowed and positrons are forbidden. The precise size
and shape of these regions depend on the particle rigidity
and instrument location.
We used a high-precision geomagnetic field model (the

2010 epoch of the 11th version of the International Ge-
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FIG. 1: Examples of calculated electron (red) and positron
(blue) trajectories arriving at the detector, for 28 GeV parti-
cles arriving within the Equatorial plane (viewed from the
North pole). Forbidden trajectories are solid and allowed
trajectories are dashed. Inset: the three selection regions
(electron-only, positron-only, and both-allowed) for the same
particle energy and spacecraft position as the trajectory traces
(viewed from the instrument position in the Equatorial plane).

omagnetic Reference Field [26]) and a publicly available
code [27] to trace charged particle trajectories in the mag-
netic field and determine allowed vs. forbidden regions
for each species. We previously used the same magnetic
field model and tracer code to perform a precise compar-
ison between predicted and measured geomagnetic cutoff
rigidities for the Fermi LAT orbit, finding that the tracer
code accurately predicts the geographical distribution of
the geomagnetic cutoff [28]. We also tested the model
for the 1995 epoch and found that the differences for this
analysis were small. We therefore used the static 2010
model for all of the data analyzed here, which spanned
June 2008 through April 2011.

Each particle trajectory is traced backward from the
spacecraft until it reaches 20 Earth radii from the Earth
center or reaches the Earth’s atmosphere, which we ap-
proximate with a 60 km thickness (Figure 1). If the tra-
jectory reaches 20 Earth radii, it is an allowed trajec-
tory. If it reaches the atmosphere, it is a forbidden tra-
jectory. We calculate electron-only, positron-only, and
both-allowed (control) regions for each 30 s time step us-
ing the instantaneous spacecraft latitude and longitude
and the nominal orbital altitude of 565 km. The regions
are determined for each energy bin, with 10 logarithmi-
cally spaced energy bins spanning 20–200 GeV. The 30 s
time step (in which the spacecraft travels ∼ 2◦ longitude)
is sufficient to achieve a finely sampled distribution of
instantaneous regions and exposures. Although we use
binned position data for the exposure calculation, we use
the instantaneous spacecraft position at the time of each
event to determine which region it lies in, so the event
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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10 GeV the positron fraction decreases with increasing
energy as expected from the secondary production of
cosmic rays by collision with the interstellar medium.
The positron fraction is steadily increasing from 10 to
!250 GeV. This is not consistent with only the secondary
production of positrons [17]. The behavior above 250 GeV
will become more transparent with more statistics which
will also allow improved treatment of the systematics.

Table I (see also [13]) also presents the contribution of
individual sources to the systematic error for different bins
which are added in quadrature to arrive at the total system-
atic uncertainty. As seen, the total systematic error at the
highest energies is dominated by the uncertainty in the
magnitude of the charge confusion.

Most importantly, several independent analyses were
performed on the same data sample by different study
groups. Results of these analyses are consistent with those
presented in Fig. 5 and in Table I (see also [13]).

The observation of the positron fraction increase with
energy has been reported by earlier experiments: TS93
[18], Wizard/CAPRICE [19], HEAT [20], AMS-01 [21],
PAMELA [22], and Fermi-LAT [23]. The most recent
results are presented in Fig. 5 for comparison. The accu-
racy of AMS-02 and high statistics available enable the
reported AMS-02 positron fraction spectrum to be clearly
distinct from earlier work. The AMS-02 spectrum has the
unique resolution, statistics, and energy range to provide
accurate information on new phenomena.
The accuracy of the data (Table I and [13]) enables us to

investigate the properties of the positron fraction with
different models. We present here the results of comparing
our data with a minimal model, as an example. In this
model the eþ and e# fluxes,!eþ and!e# , respectively, are
parametrized as the sum of individual diffuse power law
spectra and the contribution of a single common source
of e$:

!eþ ¼ CeþE
#!eþ þ CsE

#!se#E=Es ; (1)

!e# ¼ Ce#E
#!e# þ CsE

#!se#E=Es (2)

(with E in GeV), where the coefficients Ceþ and Ce#

correspond to relative weights of diffuse spectra for posi-
trons and electrons, respectively, and Cs to the weight of
the source spectrum; !eþ , !e# , and !s are the correspond-
ing spectral indices; and Es is a characteristic cutoff energy
for the source spectrum. With this parametrization the
positron fraction depends on five parameters. A fit to the
data in the energy range 1–350 GeV based on the number
of events in each bin yields a "2=d:f: ¼ 28:5=57 and the
following: !e# # !eþ ¼ #0:63$ 0:03, i.e., the diffuse
positron spectrum is softer, that is, less energetic with
increasing energy, than the diffuse electron spectrum;
!e# # !s ¼ 0:66$ 0:05, i.e., the source spectrum is
harder than the diffuse electron spectrum; Ceþ=Ce# ¼
0:091$ 0:001, i.e., the weight of the diffuse positron flux
amounts to !10% of that of the diffuse electron flux;
Cs=Ce# ¼ 0:0078$ 0:0012, i.e., the weight of the com-
mon source constitutes only !1% of that of the diffuse
electron flux; and 1=Es ¼ 0:0013$ 0:0007 GeV#1, corre-
sponding to a cutoff energy of 760þ1000

#280 GeV. The fit is
shown in Fig. 6 as a solid curve. The agreement between
the data and the model shows that the positron fraction
spectrum is consistent with e$ fluxes each of which is the
sum of its diffuse spectrum and a single common power
law source. No fine structures are observed in the data. The
excellent agreement of this model with the data indicates
that the model is insensitive to solar modulation effects
[24] during this period. Indeed, fitting over the energy
ranges from 0.8–350 GeV to 6.0–350 GeV does not change
the results nor the fit quality. Furthermore, fitting the data
with the same model extended to include different solar
modulation effects on positrons and electrons yields simi-
lar results. This study also shows that the slope of the

nu
m

be
r o

f t
ria

ls

number of positrons

po
si

tr
on

 fr
ac

tio
n

(b)(a)

0

5

10

15

450 500 550 600
0.11

0.112

0.114

0.116

0.118

0.12

 positron fraction
0.10 0.11 0.12 0.13

nu
m

be
r o

f t
ria

ls

0

50

100

150

FIG. 4 (color). (a) Stability of the measurement in the energy
range 83.2–100 GeVover wide variations of the cuts fitted with a
Gaussian of width 1.1%. (b) The positron fraction shows no
correlation with the number of selected positrons.

1 10 210

AMS-02 

-1
10

PAMELA
Fermi

FIG. 5 (color). The positron fraction compared with the most
recent measurements from PAMELA [22] and Fermi-LAT [23].
The comparatively small error bars for AMS are the quadratic
sum of the statistical and systematic uncertainties (see Table I
and [13]), and the horizontal positions are the centers of
each bin.

PRL 110, 141102 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending
5 APRIL 2013

141102-7

Aguilar et al (AMS-02) 2013

Excess in cosmic ray positrons

M.Sapinski, ICRC05, Pune 2

HEP community + NASA + many contractors

16 countries, 56 institutions

AMS-02 provides data with exquisite precision

15Thursday, June 27, 13



Ting 2013

Excess in cosmic ray positrons

16Thursday, June 27, 13



Halo 

Gas, sources 

10
0 
pc
 

40 kpc 

4-
12

 k
pc
 

0.1-0.01/ccm 

1-100/ccm 

Intergalactic space 

Sun 

Background graphics from Moskalenko 2005

3.08×1016 meters = 
3.26 light years = 

1 parsec 

low-energy break in IC 443 and 21s for that in
W44, when assuming a nested model with two
additional degrees of freedom.

To determine whether the spectral shape could
indeed be modeled with accelerated protons, we
fit the LAT spectral points with a p0-decay spec-
tral model, which was numerically calculated from
a parameterized energy distribution of relativistic
protons. Following previous studies (15, 16), the
parent proton spectrum as a function of momen-

tum p was parameterized by a smoothly broken
power law in the form of

dNp

dp
º p−s1 1þ p

pbr

! "s2 − s1
b

2

4

3

5
−b

ð1Þ

Best-fit parameters were searched using c2-
fitting to the flux points. Themeasured gamma-ray
spectra, in particular the low-energy parts, matched

the p0-decay model (Fig. 2). Parameters for the
underlying proton spectrum are s1 = 2.36 T
0.02, s2 = 3.1 T 0.1, and pbr = 239 T74GeV c−1 for
IC 443, and s1 = 2.36 T 0.05, s2 = 3.5 T 0.3, and
pbr = 22 GeV c−1 for W44 (statistical errors
only). In Fig. 3 we show the energy distribu-
tions of the high-energy protons derived from
the gamma-ray fits. The break pbr is at higher
energies and is unrelated to the low-energy pion-
decay bump seen in the gamma-ray spectrum.
If the interaction between a cosmic-ray precursor
(i.e., cosmic rays distributed in the shock upstream
on scales smaller than ~0.1R, where R is the SNR
radius) and adjacent molecular clouds were re-
sponsible for the bulk of the observed GeV gamma
rays, one would expect a much harder energy
spectrum at low energies (i.e., a smaller value for
the index s1), contrary to the Fermi observations.
Presumably, cosmic rays in the shock downstream
produce the observed gamma rays; the first index
s1 represents the shock acceleration index with
possible effects due to energy-dependent prop-
agation, and pbr may indicate the momentum
above which protons cannot be effectively con-
fined within the SNR shell. Note that pbr results in
the high-energy break in the gamma-ray spectra
at ~20 GeV and ~2 GeV for IC 443 and W44,
respectively.

The p0-decay gamma rays are likely emitted
through interactions between “crushed cloud” gas
and relativistic protons, both of which are highly
compressed by radiative shocks driven into mo-
lecular clouds that are overtaken by the blast
wave of the SNR (25). Filamentary structures of
synchrotron radiation seen in a high-resolution
radio continuum map of W44 (26) support this
picture. High-energy particles in the “crushed
cloud” can be explained by reacceleration of the
preexisting galactic cosmic rays (25) and/or fresh-
ly accelerated particles that have entered the
dense region (20). The mass of the shocked gas

Fig. 1. Gamma-ray count maps of the 20° × 20° fields around IC 443 (left) and W44 (right) in
the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as crosses and squares.
Diamonds denote previously undetected sources. For sources indicated by crosses and diamonds,
the fluxes were left as free parameters in the analysis. Events were spatially binned in regions of
side length 0.1°, the color scale units represent the square root of count density, and the colors
have been clipped at 20 counts per pixel to make the galactic diffuse emission less prominent.
Given the spectra of the sources and the effective area of the LAT instrument, the bulk of the
photons seen in this plot have energies between 300 and 500 MeV. IC 443 is located in the
galactic anti-center region, where the background gamma-ray emission produced by the pool of
galactic cosmic rays interacting with interstellar gas is rather weak relative to the region around
W44. The two dominant sources in the IC 443 field are the Geminga pulsar (2FGL J0633.9+1746)
and the Crab (2FGL J0534.5+2201). For the W44 count map, W44 is the dominant source
(subdominant, however, to the galactic diffuse emission).
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Fig. 2. (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured
with the Fermi LAT. Color-shaded areas bound by dashed lines denote the best-
fit broadband smooth broken power law (60 MeV to 2 GeV); gray-shaded bands
show systematic errors below 2 GeV due mainly to imperfect modeling of the
galactic diffuse emission. At the high-energy end, TeV spectral data points for IC
443 from MAGIC (29) and VERITAS (30) are shown. Solid lines denote the best-

fit pion-decay gamma-ray spectra, dashed lines denote the best-fit bremsstrah-
lung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra
when including an ad hoc low-energy break at 300 MeV c−1 in the electron
spectrum. These fits were done to the Fermi LAT data alone (not taking the TeV
data points into account). Magenta stars denote measurements from the AGILE
satellite for these two SNRs, taken from (31) and (19), respectively.
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REPORTS

• Primary cosmic rays (p,4He, C, 
N, O, ..., Fe, 64Ni) are produced 
in supernova remnants. 

• Secondary cosmic rays (2H,
3He, 6,7Li, 7,9,10Be, 10,11B, ....,
26Al, 35Cl, 54Mn, ....) are 
produced in cosmic ray 
collisions with the interstellar 
medium (90% H, 10% He).

• Secondary to primary ratio 
carries information on 
astrophysical model. 

First observational evidence 
Ackermann et al 2013

Excess in cosmic ray positrons
Galactic cosmic rays

17Thursday, June 27, 13



���������	
����
�
��������
����

���
�
����
���	
���� 
!�	
�"�����

"����

#�$$
%&��'�(

#�$$
)�
%&��'�(

���� 

��*+���,-�
%&��'�(

��
���-� 

�
�

�


.
/

�
�


�

�

0�

�

01

�

�01
2

1�

1��

3������-
�-���4	
��5
./��2

1�� 1���

36��)6

3�
��

��
�

-

7

��
*�

��
-

�
��

1
�

�1

��5
./��2

1� 1��

Nomura-Thaler model:

DM + DM → s + a, s → a + a, a → µ+µ−
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Bergstrom, Edsjo, Zaharijas 2009
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Pulsars
ON POSSIBLE INTERPRETATIONS OF FERMI ELECTRON SPECTRUM 15

Figure 6. In this figure we compare the electron plus positron spectrum from multiple
pulsars plus the Galactic (GCRE) component with experimental data (dotted line). We
consider the contribution of all nearby pulsars in the ATNF catalogue with d < 3 kpc
with age 5 × 104 < T < 107 yr by randomly varying Ecut, ηe± ∆t and Γ in the range
of parameters given in the text. Each gray line represents the sum of all pulsars for a
particular combination of those parameters. The blue dot-dashed (pulsars only) and blue
solid lines (pulsars + GCRE component) correspond to a representative choice among
that set of possible realizations. The purple dot-dashed line represents the contribution of
Monogem pulsar in that particular case. Note that for graphical reasons here Fermi-LAT
statistical and systematic errors are added in quadrature. Solar modulation is accounted
as done in previous figures.

(1) The rationale to postulate a particle dark matter mass in the 0.5 to 1 TeV range,
previously motivated by the ATIC data and the detected “bump”, is now much
weaker, if at all existent, with the high statistics Fermi-LAT data;

(2) CRE data can be used, in the context of particle dark matter model building, to
set constraints on the pair annihilation rate or on the decay rate, for a given dark
matter mass, diffusion setup and Galactic halo model;

(3) as discussed in Sec.2, unlike the Fermi-LAT CRE result, the PAMELA positron
fraction measurement requires one or more additional primary sources in addition
to the standard GCRE component, as discussed in Sec. 2; if the PAMELA data
are interpreted in the context of a dark-matter related scenario, Fermi-LAT data
provide a correlated constraint to the resulting total CRE flux.

We emphasize here that, although not per se needed from data, a dark matter interpre-
tation of the Fermi-LAT and of the PAMELA data is an open possibility. Nevertheless
we note that a dark matter interpretation of the Fermi-LAT data is disfavored for at least
the three following reasons:

16 D. GRASSO, S. PROFUMO, A.W. STRONG, ET AL.

Figure 7. The positron fraction corresponding to the same models used to draw Fig.
6 is compared with several experimental data sets. The line styles are coherent with those
in that figure. Solar modulation is are accounted as done in

• Astrophysical sources (including pulsars and supernova remnants) can account
for the observed spectral features, as well as for the positron ratio measurements
(sec. 3.1): no additional exotic source is thus required to fit the data, although
the normalization of the fluxes from such astrophysical objects remains a matter
of discussion, as emphasized above.

• Generically, dark matter annihilation produces antiprotons and protons in addition
to e±. If the bulk of the observed excess high-energy e± originates from dark matter
annihilation, the antiproton-to-proton ratio measured by PAMELA (Adriani et al.
2009 [53]) sets very stringent constraints on the dominant dark matter annihilation
modes (Cirelli et al. 2009 [17]). In particular, for ordinary particle dark matter
models, such as neutralino dark matter (Jungman 1996 [49] or the lightest Kaluza-
Klein particle of Universal Extra-Dimensions (Hooper & Profumo 2007 [50]), the
antiproton bound rules out most of the parameter space where one could explain
the anomalous high-energy CRE data.

• Assuming particle dark matter is weakly interacting, and that it was produced
in the early Universe via an ordinary freeze-out process involving the same anni-
hilation processes that dark matter would undergo in today’s cold universe, the
annihilation rate in the Galaxy would be roughly two orders of magnitude too small
to explain the anomalous e± with dark matter annihilation; while this mismatch
makes the dark matter origin somewhat less appealing, relaxing one or more of the
assumptions on dark matter production and/or on the pair annihilation processes
in the early Universe versus today can explain the larger needed annihilation rate;

e++e- e+/(e++e-)

Many parameters and models to choose from.

Grasso et al [Fermi-LAT], arXiv: 0905.0636

Excess in cosmic ray positrons
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FIG. 1. The e± spectrum from annihilating DM, after
propagation, for different annihilation final states, assum-
ing 〈σv〉= 3 × 10−26 cm3s−1. Solid lines refer to refer-
ence diffusion zone (L=4kpc) and energy loss assumptions
(Urad + UB = 1.7 eV cm−3). Dashed (dotted) lines show the
effect of a different scale height L=8 (2) kpc. The dash-dotted
line shows the impact of increasing the local radiation plus
magnetic field density to Urad + UB = 2.6 eV cm−3.
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FIG. 2. The AMS positron fraction measurement [2] and
background+signal fit for DM annihilating directly to e+e−,
for mχ = 10GeV and 100GeV. The normalization of the DM
signal in each case was chosen such that it is barely excluded
at the 95% CL. For better visibility, the contribution from
DM (lower lines) has been rescaled as indicated.

of the spectrum depends only marginally on L, it may be
reduced by up to a factor of ∼2 when increasing the as-
sumed local energy losses via synchrotron radiation and
inverse Compton scattering by 50%. In Fig. 2, we show a
direct comparison of the DM signal with the AMS data,
for the case of e+e− final states contributing at the max-
imum level allowed by our constraints (see below) for two
fiducial values of mχ. Again, it should be obvious that
the shape of the DM contribution differs at all energies
significantly from that of the background.
Statistical treatment. We use the likelihood ratio

test [60] to determine the significance of, and limits on,

a possible DM contribution to the positron fraction mea-
sured by AMS. As likelihood function, we adopt a prod-
uct of normal distributions L =

∏
iN(fi|µi,σi); fi is the

measured value, µi the positron fraction predicted by the
model, and σi its variance. The DM contribution enters
with a single degree of freedom, given by the non-negative
signal normalization. Upper limits at the 95%CL on the
DM annihilation or decay rate are therefore derived by
increasing the signal normalization from its best-fit value
until −2 lnL is changed by 2.71, while profiling over the
parameters of the background model.

We use data in the energy range 1–350GeV; the vari-
ance σi is approximated by adding the statistical and
systematic errors of the measurement in quadrature,
σi = (σ2

i,stat + σ2
i,sys)

1/2. Since the total relative error is
always small (below 17%), and at energies above 4GeV
dominated by statistics, we expect this approximation to
be very reliable. The binning of the published positron
fraction follows the AMS energy resolution, which varies
between 10.4% at 1GeV and 1.5% at 350GeV. Although
we do not account for the finite energy resolution of AMS
in our analysis, we have explicitly checked that this im-
pacts our results by no more than 10%.

As our nominal model for the part of the e± spec-
trum that does not originate from DM, henceforth sim-
ply referred to as the astrophysical background, we use
the same phenomenological parameterization as the AMS
collaboration in their analysis [2]. This parameterization
describes each of the e± fluxes as the sum of a common
source spectrum – modeled as a power-law with expo-
nential cutoff – and an individual power-law contribution
(only the latter being different for the e+ and e− fluxes).
After adjusting normalization and slope of the secondary
positrons such that the overall flux reproduces the Fermi
e++e− measurements [61], the five remaining model pa-
rameters are left unconstrained. This phenomenological
parameterization provides an extremely good fit (with a
χ2/d.o.f. = 28.5/57), indicating that no fine structures
are observed in the AMS data. For the best-fit spectral
slopes of the individual power-laws we find γe− & 3.1
and γe+ & 3.8, respectively, and for the common source
γe± & 2.5 with a cutoff at Ec &800GeV, consistent with
Ref. [2]. Subsequently, we will keep Ec fixed to its best-fit
value.

Results and Discussion. Our main results are the
bounds on the DM annihilation cross section, as shown
in Fig. 3. No significant excess above background was
observed. For annihilations proceeding entirely to e+e−

final states, we find that the “thermal” cross section is
firmly excluded for mχ ! 90GeV. For mχ ∼ 10GeV,
which is an interesting range in light of recent results
from direct [62–66] and indirect [67–69] DM searches, our
upper bound on the annihilation cross section to e+e− is
approximately two orders of magnitude below 〈σv〉therm.
We also show in Fig. 3 the upper bounds obtained for
other leptonic final states. As expected, these limits are
weaker than those found in the case of direct annihilation
to electrons – both because part of the energy is taken

Bergstrom et al 2013
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FIG. 3. Upper limits (95% CL) on the DM annihilation cross
section, as derived from the AMS positron fraction, for various
final states (this work), WMAP7 (for !+!−) [43] and Fermi
LAT dwarf spheroidals (for µ+µ− and τ+τ−) [42]. The dot-
ted portions of the curves are potentially affected by solar
modulation. We also indicate 〈σv〉therm ≡ 3× 10−26 cm3s−1.
The AMS limits are shown for reasonable reference values of
the local DM density and energy loss rate, and can vary by a
factor of a few, as indicated by the hatched band (for clarity,
this band is only shown around the e+e− constraint).

away by other particles (neutrinos, in particular) and be-
cause they feature broader and less distinctive spectral
shapes. These new limits on DM annihilating to µ+µ−

and τ+τ− final states are still, however, highly competi-
tive with or much stronger than those derived from other
observations, such as from the cosmic microwave back-
ground [43] and from gamma-ray observations of dwarf
galaxies [42]. Note that for the case of e+e−γ final states
even stronger limits can be derived for mχ ! 50GeV by
a spectral analysis of gamma rays [70]. We do not show
results for the b̄b channel, for which we nominally find
even weaker limits due to the broader spectrum. In fact,
due to degeneracies with the background modeling, lim-
its for annihilation channels which produce such a broad
spectrum of positrons can suffer from significant system-
atic uncertainties. For this reason, we consider our limits
on the e+e− channel to be the most robust.
Uncertainties in the e± energy loss rate and local DM

density weaken, to some extent, our ability to robustly
constrain the annihilation cross sections under consid-
eration in Fig. 3. We reflect this uncertainty by show-
ing a band around the e+e− constraint, corresponding
to the range Urad + UB = (1.2 − 2.6) eV cm−3, and
ρ"χ = (0.25− 0.7)GeV cm−3 [59, 71]. Uncertainty bands
of the same width apply to each of the other final states
shown in the figure, but are not explicitly shown for clar-
ity. Other diffusion parameter choices impact our lim-
its only by up to ∼10%, except for the case of low DM
masses, for which uncertainties in the modeling of solar
modulation may be important [51, 72]. We reflect this in
Fig. 3 by depicting the limits derived in this less certain

mass range, where the peak of the signal e+ flux falls
below 5GeV, with dotted (rather than solid) lines.

For comparison, we have also considered a collection
of physical background models in which we calculated
the expected primary and secondary lepton fluxes using
GALPROP, and then added the contribution from all
galactic pulsars. While this leads to an almost identical
description of the background at high energies as in the
phenomenological model, small differences are manifest
at lower energies due to solar modulation and a spec-
tral break [53, 73, 74] in the CR injection spectrum at a
few GeV (both neglected in the AMS parameterization).
We cross-check our fit to the AMS positron fraction with
lepton measurements by Fermi [61]. Using these physical
background models in our fits, instead of the phenomeno-
logical AMS parameterization, the limits do not change
significantly. The arguably most extreme case would be
the appearance of dips in the background due to the su-
perposition of several pulsar contributions, which might
conspire with a hidden DM signal at almost exactly the
same energy. We find that in such situations, the real lim-
its on the annihilation rate could be weaker (or stronger)
by up to roughly a factor of 3 for any individual value of
mχ. We refer to the accompanying material in the Ap-
pendix for more details and further discussion of possible
systematics that might affect our analysis.

Lastly, we note that the upper limits on 〈σv〉(mχ) re-
ported in Fig. 3 can easily be translated into upper limits
on the decay width of a DM particle of mass 2mχ via
Γ % 〈σv〉ρ"χ /mχ. We checked explicitly that this sim-
ple transformation is correct to better than 10% for the
L =4 kpc propagation scenario and e+e− and µ+µ− final
states over the full considered energy range.

Conclusions. In this Letter, we have considered a
possible dark matter contribution to the recent AMS cos-
mic ray positron fraction data. The high quality of this
data has allowed us for the first time to successfully per-
form a spectral analysis, similar to that used previously
in the context of gamma ray searches for DM. While we
have found no indication of a DM signal, we have derived
upper bounds on annihilation and decay rates into lep-
tonic final states that improve upon the most stringent
current limits by up to two orders of magnitude. For
light DM in particular, our limits for e+e− and µ+µ− fi-
nal states are significantly below the cross section naively
predicted for a simple thermal relic. When taken together
with constraints on DM annihilations to hadronic final
states from gamma rays [42] and antiprotons [22], this
new information significantly limits the range of models
which may contain a viable candidate for dark matter
with mχ ∼ O(10)GeV.

The AMS mission is planned to continue for 20 years.
With the total data set, we expect to be able to
strengthen the presented limits by at least a factor of
three in the energy range of 6–200GeV, and by more in
the likely case that systematics and the effective accep-
tance of the instrument improve.

cosmic density (s-wave)

Excess in cosmic ray positrons

Spectral features in e+e- 
spectrum lead to limits on 
annihilation cross section

The safe way: use the AMS 
spectrum purely as upper 
limit on positrons from 
WIMP dark matter.
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Evidence for cold dark matter particles?
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.

– 4 –

21Thursday, June 27, 13



135 GeV gamma-ray line?
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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3.2σ effect based on 50 photons

m = 129.8± 2.4+7
�13 GeV

h�vi�� = (1.27± 0.32+0.18
�0.28) ⇥ 10�27 cm3s�1
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FIG. 2: Example of profile likelihood curves for four di↵erent DM annihilation/decay scenarios. Each curve refers to a particular
model of the background. The envelope of the various curves approximates the global profile likelihood marginalized over the
astrophysical uncertainties accounted for in our fitting procedure. The curve corresponding to the model setting the global
minimum, ymin, is highlighted in red. The y scale is arbitrarily re-shifted so that the minimum value is zero. The green curve
corresponds to the model setting the 3 � upper limit (i.e. the model which is both part of the envelope profile likelihood and
intersects the horizontal line located at +9). The upper limit is then e↵ectively given by the x coordinate of the intersection
point. The blue curve is similar, but for the 5 � case (and intersects the horizontal line located at +25). For these 3 models the
corresponding values of zh, �e,2, and d2HI are given in the caption. Panel description: 10 GeV DM particle decaying (DEC)
into bb̄ and NFW profile (upper left), 91 GeV DM particle annihilating (AN) into bb̄ and NFW profile (upper right), 5 GeV
DM particle decaying into ⌧

+
⌧

� and NFW profile (lower left) and 750 GeV DM particle annihilating into ⌧

+
⌧

� and NFW
profile (lower right).

width �✓DM0 . We have verified that this approximation works extremely well for a subset of cases for which we also
explicitly computed the profile likelihood, tabulating it on a grid of ✓DM values. We will thus use this approximation
throughout the rest of the analysis.

In this way we end up with a set of k profiles of likelihood Lk(✓DM ), one for each combination of the non-linear
parameters. The envelope of these curves then approximates the final profile likelihood curve, L(✓DM ), where all the
parameters, linear and non-linear have been included in the profile10 . Examples of such final profile likelihood curves
for specific DM models can be seen in Figure 2, and will be discussed more in detail in Sec. VIIC.

Limits are calculated from the profile likelihood function by finding the ✓DM,lim values for which
L(✓DM,lim)/L(✓DM,max) is exp(�9/2) and exp(�25/2), for 3 and 5 � C.L. limits, respectively. This approxima-
tion is exact for Gaussian likelihood functions in one parameter and, due to invariance of the likelihood function
under reparameterization, it is most often also applicable to the non-Gaussian case [57]. For the case of handling
nuisance parameters, this is not true a priori, but has been shown to give satisfactory properties for a variety of
nuisance parameter configurations (e.g. in [55, 58, 59]). In particular see also the recent search for the Higgs boson
at the Large Hadron Collider, where O(100) nuisance parameters need to be taken into account [60]. We therefore

10
We will sometime use in the following the term marginalizing although, typically, the term applies only within the framework of Bayesian

analyses. In our frequentist approach it is called profiling.

Ackerman et al (Fermi-LAT) 2012

Fermi Collab. upper bounds

Figure 2. Left: a Fermi “photograph” of our Galaxy in gamma-rays with the energy 120 GeV <

E� < 140 GeV. Fermi data is shown with blue dots. Fermi bubbles are also shown for illustration.
Right: distribution of relative signal intensity of 130 GeV photons in the Galaxy. The green circles
denote the signal regions that provide the excess with highest statistical significance; grey circles
denote other regions showed in table 1; green dot mark the assumed centre of the Galaxy.

of photons in energy range 20–300 GeV is larger than 80.
We plot in the right panel of figure 2 the resulting distribution of relative signal in-

tensity as presented by the colour code. The pink background is due to regions with too
low photon flux to obtain statistically meaningful results. As seen in the figure, the signal
with highest significance originates from the centre of Galaxy. This region is centered at
(l, b) = (�1�,�0.7�), called “Central” region in the following, and has a radius 3�, drawn
with a white circle in figure 2. The total number of high-energy photons and the number of
120 GeV < E� < 140 GeV photons coming from this signal region is presented in table 1.
However, there exist other regions, spatially well separated from the centre, that also exhibit
large 130 GeV gamma-ray excess over the background. The most significant of them, with
the same radius, is located at (l, b) = (�10�, 0�), called “West” region in the following, and is
also shown in the figure. Some other possible signal regions are all listed in table 1. Presently
statistically significant fits are obtained only for the first two regions, but with more Fermi
statistics the other regions may become relevant too.

One can see in figure 2 that the regions with excesses and the regions with deficit of
the signal are not in balance – the excess dominates. The deficit almost never exceeds 2�
level and is in good agreement with the expectations from statistical fluctuations of the
background. At the same time, there exist regions in which the observed excess is too big to
be explained with statistical fluctuations.

It is clear from figure 2 that the excess of photons with energy around 130 GeV does not
originate from Fermi bubbles. Firstly, there is no spatial correlation between the signal excess
and the Fermi bubbles. Secondly, whatever is the physical mechanism creating the 130 GeV
excess, this mechanism must be at work in several regions of the Galaxy. If the origin of the
excess is astrophysical, it should be possible to observe those astrophysical objects/processes
in the identified regions with other methods. Any such a mechanism must also explain why
the observed excess is a peak, that might be di�cult in the case of standard astrophysical

– 7 –

Tempel, Hektor, Raidal 2012

found by others

HESS-2 will tell (July 2013?)
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LineLine--like Feature near 135 GeVlike Feature near 135 GeV

• Our blind search does not find globally significant feature near 135 GeV
− Reprocessing shifts feature from 130 GeV to 135 GeV
− Most significant fit was in R0, 2.23σ local (<0.5σ global)

• Much interest after detection of line-like feature localized in the galactic center at 130 GeV
– See C. Weniger JCAP 1208 (2012) 007 arXiv:1204.2797

• 4.01σ (local) 1D fit at 130 GeV with 
4 year unreprocessed data

– Look in 4㼻㼻㼻㼻x4㼻㼻㼻㼻GC ROI
– Use 1D PDF (no use of P )

11/02/20128 Fermi LAT Spectral Line Search

– Use 1D PDF (no use of PE)

Note:  Fit in 4㼻㼻㼻㼻x4㼻㼻㼻㼻GC ROI
Not one of our a priori ROIs

95% CL <95% CL <σσv>v>γγγγ NFW Upper Limit R41 NFW Upper Limit R41 

11/02/20127 Fermi LAT Spectral Line Search

Expected limits calculated from 
powerlaw-only pseudo experiments
No systematic errors applied

NFW optimized ROI

4-yr NFW R41

4-yr 4ox4o

Albert et al 
(Fermi-LAT) 
2012

135 GeV gamma-ray line?
Bloom et al 
(Fermi-LAT) 
2012
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Cohen, Lisanti, Slatyer, Wacker 2012
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Appendix C: Constraints for Alternate Final States
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FIG. 9: The top plot gives the photon counts within 3� degrees of the Galactic Center with the inner degree
masked. The solid red line shows the best fit model, which is given by the white cross in the bottom left
plot. This best fit point has Nann = 0; for reference the dashed black line shows the continuum spectrum for
130 GeV dark matter annihilating into b b with an arbitrary normalization. On the bottom left, we show 1,
2, and 3 � confidence regions (filled contours) for Nann/(N�� + N�Z ) as a function of mass for dark matter
annihilation to b b. The ratio N�Z /N�� is allowed to freely vary for each point in the grid. The solid black
lines are the contours for N�� +N�Z . The best fit point is marked with a cross at m� = 130 GeV, ✓�Z/�� = 0,
and Nann = 0. On the bottom right, we show the shape analysis constraint. The shaded region corresponds
to parameters where the fit is 2 � or worse with respect to the best fit point.

suppressed continuum

135 GeV gamma-ray line?
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Fig. 15.— Profiles for both ! and b. Even though the high-incidence-angle photons (θ > 40◦; right) panels have half the exposure (9.7%
vs. 19% for the left panels), they have more than half of the photons, and nearly the same TS due to lower off-line background leaking in.
This demonstrates the statistical power of the high-incidence photons for line detection. See section 5 for a discussion of the significance.

Figure 15).
In the latitude direction, the fit is complicated by the

concentration of conventional continuum emission in the
plane. The cusp is not significantly offset in the b direc-
tion, but sits in the region of highest background, so ad-
dition of the cusp is not demanded as strongly by the fit.
We introduce two new degrees of freedom, the amplitude
and FWHM of a Gaussian centered at b0 = 0. This yields
TS = 28.4 and p = 6.8×10−7, corresponding to 4.8σ (lo-
cal significance). The maximum likelihood parameters of
the Gaussian are Fb = 3.9+1.5

−0.7 and Ab corresponding to
16.1 photons. Both the " and b fits are roughly compati-
ble with FWHM=3◦, but there is a slight preference for
an elongation of the cusp in the b direction. A careful
study of this will require much more data.
In Figure 15 (right panels) we also display the same

plots for the high-incidence sample (θ > 40◦). See Figure
16 for such plots in 30 energy bins. The high-incidence-
angle subsample contains half of the exposure time (9.7%
vs. 19%) but due to better energy resolution (∆E/E ∼
0.06) has less background on the line, and therefore yields
a TS almost as large as the full data. In this sense, most

of the TS results from high θ events. This subsample
would have yielded TS = 32.6(p = 3.9× 10−7, 4.93σ) for
the " profile, and TS = 26.1(p = 2.2×10−6, 4.59σ) for the
b profile. Although these are slightly worse p values than
for the full data, they may actually be more persuasive
due to the lower background.
The fact that the cusp appears to be significantly off

center implies that our spectral fit in the previous section
erred by using a centered cusp template. In Figure 17
we show the measured energy spectrum of a 3◦ FWHM
cusp template, centered at " = −1.5◦ and b = 0◦. The
local significance of this fit is 5.5σ relative to the null
hypothesis of zero intensity. This improvement is heart-
ening; however, because of the extra parameter, the trials
factor is now larger, diluting the significance.

6. VALIDATION TESTS

6.1. Assessment of line profile

In section 4, we investigated the cusp emission by ana-
lyzing maps in various energy bins. This allowed a sepa-
ration of spectral components by morphology, but relied
on an arbitrary choice of binning. The result – that there

Su, Finkbeiner 2012

off from Galactic Center

Primack et al: a virtue!

Difficulties......

2 4th Fermi Symposium : Monterey, CA : 28 Oct-2 Nov 2012  
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Figure 1: Schematic of Earth Limb gamma ray 
production  by  cosmic  rays  from  the  Earth’s  
atmosphere. inc is the theta angle of the gamma ray to 
the z-axis of the Large Area Telescope, LAT_. 

For energies above 10 GeV these photons form a 
bright very narrow ring close to the surface of the 
Earth (the ring becomes ever broader for photon 
energies below 10 GeV). The energy spectrum of the 
produced photons is a power law with index ~ -2.75 [6] 
. The Earth limb data set used here includes P7V6 
reprocessed data from August 8, 2008 thru September 
2012. The cuts used to isolate the Earth limb photons 
in the LAT are primarily 111o < (Earth zenith angle) 

 < 113o.  We use the P7V6 reprocessed CLEAN class 
[7] , [8]. To separate Earth limb events from normal 
astronomical observations an additional cut on the 
LAT rocking angle, LRA, is made, |LRA| > 52o. By 
making this cut, the entire Earth limb data sample is 
selected, but with a ratio of observing time to the entire 
4 year data set of 3x10-4 since the limb is so bright.  

In looking for systematic effects in the limb data that 
might appear in the Galactic Center (GC) data, one 
needs to establish that the distribution of the limb 
photon incidence angles - LAT_ - on the LAT is 
similar to photons originating from the GC. Figure 2 
shows two plots that give information about the LAT_ 
distribution. Figure 2-upper shows the observing time 
versus cos(LAT_), as calculated from the known LAT 
orbit during the observations of the Earth limb and the 
GC (the limb curve needs to be multiplied by over 400 
to be reasonably on the same scale). Figure 2-lower 
shows the actual distribution of gamma ray data from 
the GC and the limb for gamma energy in the range 75 
– 200 GeV. The data from the GC and the limb track 
well except for cos(LAT_)>~ 0.9.  
Figure 2-upper shows a similar behavior. The 
differences between the GC and limb LAT_ 
dependence may impact the strength of a line feature in 
each data set at 135 GeV.  

 

 
Figure 2:  Plots showing the observing time versus cos(LAT_), scaled by ~ 400 for the Earth limb-2 upper, and 
data versus cos(LAT_)-2 lower. The plots on the lower right are normalized for cos(LAT_)> 0.5 and are shown for 
the GC data -black, limb for |LRA| > 52o-blue, and additionally the limb data for cos(LAT_) > 0.5 – red.

 

 

γ  ray 

 θinc 

Earth limb data 
set shows pile-up 
at 130 GeV
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Boost factor

Not just for γ-rays: positrons, antiprotons, synchrotron, etc.

depends on position 
and on statistics (shape, 
mass) of subhalos

135 GeV gamma-ray line: astrophysics
Intensity depends on halo clumpiness
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How small are cold dark matter halos?

From Kuhlen, Vogelsberger, Angulo 2012
Figure 2: An extrapolation of the subhalo contribution to the total luminosity to masses far below the simulation’s
resolution limit. Depending on what one assumes for the concentration-mass relation, one can get very di↵erent total
substructure boost factors. Extrapolations from the high-mass behavior seen in simulations (red dashed) or assuming
a constant power law concentration-mass relationship (green) are unlikely to hold at masses below ⇠ 1 M� (visually
indicated with thin faint lines).

The expected substructure boost depends on the distance from the halo center, with
results from state of the art simulations implying very little (or no) boost at the Galac-
tic Center, possibly O(1) in the local neighborhood, and perhaps as large as 100 -
1000 for the total luminosity of a halo [44, 60, 91, 114, 135]. As a result a di↵er-
ent boost factor applies to spatially extended sources (Galactic DGRB, MW satellite
galaxies, dark subhalos) than for unresolved sources (distant halos, extra-galactic
DGRB), and similarly a gamma-ray boost factor may not be the same as those for
positron or anti-proton production [136]. Furthermore, if a significant fraction of the
mean density at a given radius is locked up in substructure, then properly accounting
for the substructure boost will actually lower the smooth density contribution to the
luminosity [114], further reducing the contrast between the outer regions of a halo
and its center. The total halo luminosity boost likely depends on the mass of the
halo, since numerical simulations indicate a roughly equal contribution from every
decade of substructure mass, and larger mass host halos contain more decades of
substructure mass [94].

(b) Substructure boosts depend sensitively on subhalo properties many orders of magni-
tude below the resolution limit of state of the art simulations.
One approach to estimating the full substructure boost is to stay as close as possible
to the results from ultra-high-resolution numerical simulations like Via Lactea II and
Aquarius, by fitting the luminosity boost from all subhalos with mass greater than
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Figure 2: An extrapolation of the subhalo contribution to the total luminosity to masses far below the simulation’s
resolution limit. Depending on what one assumes for the concentration-mass relation, one can get very di↵erent total
substructure boost factors. Extrapolations from the high-mass behavior seen in simulations (red dashed) or assuming
a constant power law concentration-mass relationship (green) are unlikely to hold at masses below ⇠ 1 M� (visually
indicated with thin faint lines).

The expected substructure boost depends on the distance from the halo center, with
results from state of the art simulations implying very little (or no) boost at the Galac-
tic Center, possibly O(1) in the local neighborhood, and perhaps as large as 100 -
1000 for the total luminosity of a halo [44, 60, 91, 114, 135]. As a result a di↵er-
ent boost factor applies to spatially extended sources (Galactic DGRB, MW satellite
galaxies, dark subhalos) than for unresolved sources (distant halos, extra-galactic
DGRB), and similarly a gamma-ray boost factor may not be the same as those for
positron or anti-proton production [136]. Furthermore, if a significant fraction of the
mean density at a given radius is locked up in substructure, then properly accounting
for the substructure boost will actually lower the smooth density contribution to the
luminosity [114], further reducing the contrast between the outer regions of a halo
and its center. The total halo luminosity boost likely depends on the mass of the
halo, since numerical simulations indicate a roughly equal contribution from every
decade of substructure mass, and larger mass host halos contain more decades of
substructure mass [94].

(b) Substructure boosts depend sensitively on subhalo properties many orders of magni-
tude below the resolution limit of state of the art simulations.
One approach to estimating the full substructure boost is to stay as close as possible
to the results from ultra-high-resolution numerical simulations like Via Lactea II and
Aquarius, by fitting the luminosity boost from all subhalos with mass greater than
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Figure 1: Various gamma-ray spectra expected from DM annihilation, all normalized to
N(x > 0.1) = 1. Spectra from secondary particles (gray band) are hardly distinguishable.
Pronounced peaks near the kinematical endpoint can have different origins, but detectors
with very good energy resolutions ∆E/E may be needed to discriminate amongst them in
the (typical) situation of limited statistics. See text for more details about these spectra.

3. Spatial Signatures

The peculiar morphology of annihilation signals, tracing directly the DM
density, offers another convenient handle for discriminating signals from back-
grounds. The most relevant targets are the GC, dwarf spheroidal galaxies
and galaxy clusters with respective half light radii of roughly θ1/2 ! 10◦,
θ1/2 ∼ 0.1◦ and θ1/2 " 0.1◦. Further important targets are DM clumps or the
angular power spectrum of the isotropic gamma-ray background (IGRB), all
of which we will discuss in this section.

3.1. Halo Profiles and the Galactic Center

The arguably brightest source of gamma rays from DM annihilation is the
center of our Galaxy. Within a few degrees around the GC, WIMPs would
induce a gamma-ray flux of about O(10−7) ph cm−2 s−1 at the Earth (at
> 1 GeV, assuming a thermal annihilation rate into b̄b, mχ = 100 GeV and
standard halo profiles), very well in reach of current instruments. However,
the line-of-sight to the GC traverses the galactic disc, which harbours nu-
merous high-energetic processes (π0 production in cosmic-ray interactions,

7

Bringman, Weniger 2012

Internal bremsstrahlung 
Bergstrom 1989,  Beacom et al 
2004, Birkedal et al 2005, 
Bergstrom et al 2005-2008

Gamma-ray line

Intermediate particles 
Ibarra, Lopez Gehler, Pato 2012

Particle cascades 

135 GeV gamma-ray line: particle physics

Continuum
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ModelsModels References

S
U
S
Y

MSSM neutralino Acharya, Kane, Kumar, Lu, Zheng 1205.5789
S
U
S
Y

beyond-MSSM neutralino Das, Ellwanger, Mitropoulos 1206.2639

S
U
S
Y

sneutrino Choi, Seto 1205.3276

decaying dark matterdecaying dark matter Kyee, Park 1205.4151; Buchmuller, Garny 1206.7056

Extended Higgs sectorExtended Higgs sector Cline 1205.2688; Lee, Park, Park 1205.4675; Buckley, Hooper 
1205.6811

Minimalist dark matterMinimalist dark matter Cheung, Tsai, Tseng, Yuan, Zee 1207.4930

Extra U(1)’Extra U(1)’ Dudas, Mambrini, Pokorski, Romagnoni 1205.1520

Kinetically-mixed U(1)’Kinetically-mixed U(1)’ Park, Park 1207.4981

Dipole dark matterDipole dark matter Weiner, Yavin 1206.2910; Heo, Kim 1207.1341; Cline, Moore, Frey 
1208.2685

Non-SUSY GUTNon-SUSY GUT Li, Maxin, Nanopoulos, Walker 1208.1999

Leptonic dark matterLeptonic dark matter Baltz, Bergstrom 2002; Bergstrom 1208.6082

................................................ .............................

135 GeV gamma-ray line: particle physics
Highly incomplete list of suggested particle models
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FIG. 1: The differential photon spectrum for the process
NRNR → !+!−γ, γγ and Zγ, smeared with the present Fermi-
LAT energy resolution, ∆E/E ∼ 0.1. The total spectrum is
given by the black solid line, the internal bremsstrahlung by
the dashed red line, the smeared γγ line by the green dash-
dotted line and the smeared Zγ line by the blue double-dash-
dotted line. At the lower left corner the small contributions
from the τ+τ− final state as well as that from Z decays can
se seen.

fect. The reason for this “boost factor” is presently un-
known, but in this model it has to be explained by astro-
physical effects, such as the detailed distribution of dark
matter near the galactic centre. (So-called Sommerfeld
enhancement [35] is not expected in this model. There
may in principle be fine-tuned mechanisms like S-wave
pseudoscalar resonances or particles with higher electric
charge running the loop, but we do not employ such exot-
ica here.) The required boost may be related to another
puzzle of the signal, which is a displacement from the
exact galactic centre by around 200 pc.6

As can be seen, once the overall strength has been set,
the agreement with present data is (perhaps fortuitously)
intriguing. For the rather low average energy resolution
(10% FWHM) of Fermi-LAT, the double-peak structure
is barely visible. Improving, however, the resolution by
a factor of two, which has been done in [15] (sacrific-
ing statistics), by selecting observation angles which give
large path-lengths of the electromagnetic shower in the
detector, the twin peak structure is much clearer. This is
qualitatively in agreement with our results (see Fig. 3).7

6 In fact, a preprint recently appeared [36] where such a displace-
ment is shown not to be unnatural in simulations of the combined
baryon and dark matter system. It remains to be seen whether
the larger than expected density near the emission region can
also be explained by similar effects. The off-set could perhaps
also be explained by the low statistics of the tentative signal [37].

7 It has been suggested in [15] that Fermi-LAT may change its
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FIG. 2: Comparison of the total γ-ray differential energy re-
sults (multiplied by E2) for a 135 GeV right-handed neutrino
dark matter candidate with the Fermi-LAT public data [5], as
analyzed by Weniger [7]. A simple power-law fit ∼ E−2.6 to
the continuous background has been made, and is also shown.

In Fig 3 is also shown what one may expect from the
next generation of γ-ray space detectors with energy reso-
lution at the one percent level, such as GAMMA-400 [39]
and DAMPE (see [40] and references therein). Given that
the type of model described here is the correct explana-
tion of dark matter, the features of the signal would be
striking. With such an instrument one could start ana-
lyzing the dark matter halo density distribution in some
detail. In fact, the property of the fingerprint of this
model is, besides the two strong lines, the rather broad
and slightly asymmetric bremsstrahlung bump. The ab-
sence of this bump would rule out the model.

The theoretical reason for the necessity of the internal
bremstrahlung bump and its relation to the line signal is
quite interesting. It was shown in [8] how these features
are crucial for reproducing the effective axial anomaly in
these theories (which lack anomalies at the fundamen-
tal level). In fact, the strength of the γγ line can al-
most trivially be computed by using the anomaly result
(|F | = 1 in [8]). Also, compact formulas for the internal
bremsstrahlung contribution can be found there (recently
checked independently [27]). The validity of these formu-
las is more general than for the specific NR case discussed
here. The strength of the Zγ line is trickier to compute
due to the non-zeromZ , but we can use DarkSUSY (based

observational search strategy so as to favour these side-ways en-
tering events. If this can be done technically, this interesting
proposal could mean that Fermi-LAT may establish the exis-
tence of this dark matter fingerprint with high confidence over
the next couple of years.

Baltz, Bergstrom 2002; 
Bergstrom 1208.6082
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Weakly interacting massive particles (WIMPs) are among the favored candidates for cold dark
matter in the universe. The phenomenology of supersymmetric WIMPs has been quite developed
during recent years. However, there are other possibilities which have not been discussed as much.
One example is a right-handed massive neutrino, which has recently been proposed in the context
of a version of the Zee model for massive neutrinos. This TeV-scale, leptonic WIMP (or LIMP,
for short) may at first sight appear to be essentially undetectable. However, we point out that
the radiatively induced annihilation rate into leptons and photons is bound to be substantial, and
provides a conspicuous gamma-ray signature for annihilations in the galactic halo. This gives a
window of opportunity for Air Čerenkov Telescopes with ability to observe the galactic center, such
as the HESS and CANGAROO arrays, and also for the GLAST space telescope. In addition, the
contribution to the positron cosmic ray flux is in principle detectable, but this would require very
strong local density enhancements in the dark matter halo distribution.

PACS numbers: 95.35.+d, 14.60.St, 95.85.Pw, 95.85.Ry, 98.70.Rz

I. INTRODUCTION

Recently, Krauss, Nasri and Trodden ([1], KNT in the following) proposed an interesting model, where a right-
handed neutrino of mass on the order of a few TeV plays a crucial role in giving mass to the otherwise massless
standard model neutrinos through a high-order loop mechanism. This is a version of the Zee model [2], which has
been quite successful is reproducing the observed mass and mixing pattern of solar and atmospheric neutrinos (see,
e.g., [3]). The particle content of the Zee model is given by two Higgs doublets Φ1 and Φ2, and a charged field S
which transforms as a singlet under SU(2), with Lagrangian

LZee = fαβLT
αCiτ2LβS+ + µΦT

1 iτ2Φ2S
− + h.c. (1)

KNT consider a variant where neutrino masses appear only at the three loop level. To achieve this they supplement
the SM fields with two charged singlet scalars S1 and S2 and one right handed neutrino NR. Lepton number is broken
explicitly by including a Majorana mass term for the right-handed neutrino, and imposing a discrete Z2 symmetry
under which the SM fields and S1 are singlets but S2 and NR transform as

Z2 : {S2, NR} −→ {−S2,−NR} , (2)

forbidding Dirac masses for the neutrinos. This gives the Lagrangian

LKNT = fαβLT
αCiτ2LβS+

1 + gαNRS+
2 lαR

+MRNT
RCNR + V (S1, S2) + h.c. , (3)

in which the potential V (S1, S2) contains a (S1S∗
2 )2 coupling. It is assumed a mild hierarchy of masses MR < MS1

<
MS2

∼ TeV and that the Yukawa couplings fαβ, gα are of order unity, making NR stable in view of the discrete
symmetry. Left-handed Majorana neutrino masses are induced at three-loop order. For MS2

∼ TeV, KNT find an
effective dimension-five effective mass scale of Λ > 109 GeV, giving neutrino masses at the 0.1 eV scale without
involving fundamental mass scales significantly larger than a TeV.
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the radiatively induced annihilation rate into leptons and photons is bound to be substantial, and
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I. INTRODUCTION

Recently, Krauss, Nasri and Trodden ([1], KNT in the following) proposed an interesting model, where a right-
handed neutrino of mass on the order of a few TeV plays a crucial role in giving mass to the otherwise massless
standard model neutrinos through a high-order loop mechanism. This is a version of the Zee model [2], which has
been quite successful is reproducing the observed mass and mixing pattern of solar and atmospheric neutrinos (see,
e.g., [3]). The particle content of the Zee model is given by two Higgs doublets Φ1 and Φ2, and a charged field S
which transforms as a singlet under SU(2), with Lagrangian

LZee = fαβLT
αCiτ2LβS+ + µΦT

1 iτ2Φ2S
− + h.c. (1)

KNT consider a variant where neutrino masses appear only at the three loop level. To achieve this they supplement
the SM fields with two charged singlet scalars S1 and S2 and one right handed neutrino NR. Lepton number is broken
explicitly by including a Majorana mass term for the right-handed neutrino, and imposing a discrete Z2 symmetry
under which the SM fields and S1 are singlets but S2 and NR transform as

Z2 : {S2, NR} −→ {−S2,−NR} , (2)

forbidding Dirac masses for the neutrinos. This gives the Lagrangian

LKNT = fαβLT
αCiτ2LβS+

1 + gαNRS+
2 lαR

+MRNT
RCNR + V (S1, S2) + h.c. , (3)

in which the potential V (S1, S2) contains a (S1S∗
2 )2 coupling. It is assumed a mild hierarchy of masses MR < MS1

<
MS2

∼ TeV and that the Yukawa couplings fαβ, gα are of order unity, making NR stable in view of the discrete
symmetry. Left-handed Majorana neutrino masses are induced at three-loop order. For MS2

∼ TeV, KNT find an
effective dimension-five effective mass scale of Λ > 109 GeV, giving neutrino masses at the 0.1 eV scale without
involving fundamental mass scales significantly larger than a TeV.

Zee 1980

Krauss, Nasri, Trodden 2002

LIMPs predicted a 
gamma-ray line 
without a continuum

135 GeV gamma-ray line: particle physics
Leptonically-Interacting Massive Particles (LIMPs)
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270 GeV decaying dark matter?

Buchmuller, Garny 1206.7056
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Figure 1: Sum of monochromatic and continuum photon flux originating from dark matter

decaying into �⌫, Z⌫, h⌫,W±`⌥ with branching ratios BR
�

= 0.1, 0.01, and 0.0025, respec-

tively. The lower lines show the contribution from dark matter decay, and the upper lines the

sum of signal and fitted power-law background. The dashed blue line shows the flux when

taking the gamma-ray line only, plus the redshifted extragalactic contribution, into account.

The gamma-ray flux measured by Fermi-LAT corresponding to the SOURCE (upper figure)

and ULTRACLEAN (lower figure) data samples is taken from Ref. [12]. The shaded regions

correspond to 95%C.L. error bands.
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Evidence for cold dark matter particles?
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

the muon flux at SUL varies seasonally by ±2%, and
radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].
The CDMS collaboration has recently claimed [7] to

exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. In view of the compatibil-
ity of a mχ∼7 GeV/c2, σSI ∼ 10−4pb WIMP with both
CoGeNT (Fig. 1) and CDMS [16], a search for an annual
modulation in CDMS data seems in order. Observations
from XENON10 [18] and XENON100 [8] have been used
to generate a similar rejection of light-WIMP scenarios.
The assumptions in [8, 18] are examined in [17], where
no presently compelling case for this exclusion is found.
In conclusion, presently available CoGeNT data favor

the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,

the spectral and temporal information are prima facie
congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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M1 M2

e/�-ev ents 8 .00 ± 0.05 8 .00 ± 0.05

↵-ev ents 11. 5 +2.6
�2.3 11. 2 +2.5

�2.3

neutron ev ents 7. 5 +6.3
�5.5 9 .7 +6.1

�5.1

P b recoi ls 15 .0+5.2
�5.1 18 .7 +4.9

�4.7

si gnal ev ents 2 9 . 4 +8.6
�7.7 2 4 . 2 +8.1

�7.2

m� [ GeV ] 2 5 .3 11.6

�WN [ p b ] 1. 6 · 10�6 3.7 · 10�5

Table 4. Results of the max i mum li keli hood fi t. Show n are
the ex p ected total contri b uti ons from the b ackgrounds consi d-
ered as w ell as from a p ossi b le W IMP si gnal, for the p arameter
v alues of the tw o li keli hood max i ma. The small stati sti cal er-
ror gi v en for the e/�-b ackground refl ects the large numb er of
ob serv ed ev ents i n the e/�-b and. The other errors corresp ond
to a 1� confi dence i nterv al as determi ned b y MIN O S ( see Sec-
ti on 5 .1) . The corresp ondi ng W IMP mass and i nteracti on cross
secti on are li sted for each of the tw o li keli hood max i ma.

one event per module according to the choice of the ac-
ceptance region, with a negligible statistical uncertainty
due to the large number of events in the e/�-band. The
lead recoil and the ↵-background are similar to our simple
estimates given in Section 4. Both these backgrounds are
slightly larger than the contribution from neutron scatter-
ings. In the context of the latter, the fit assigns roughly
half of the coincident events to neutrons from a radioac-
tive source and to muon-induced neutrons, respectively.
This translates into about 10% of the single neutron back-
ground being muon-induced.

In both likelihood maxima the largest contribution is
assigned to a possible WIMP signal. The main di↵erence
between the two likelihood maxima concerns the best-fit
WIMP mass and the corresponding cross section, with
m� = 25.3GeV in case of M1 and m� = 11.6GeV for the
case M2. The possibility of two di↵erent solutions for the
WIMP mass can be understood as a consequence of the
di↵erent nuclei present in our target material. The given
shape of the observed energy spectrum can be explained
by two sets of WIMP parameters: in the case of M1, the
WIMPs are heavy enough to detectably scatter o↵ tung-
sten nuclei (cp. Fig. 1), about 69 % of the recoils are on
tungsten, ⇠ 25 % on calcium and ⇠ 7 % on oxygen, while
in M2, oxygen (52 %) and calcium recoils (48 %) constitute
the observed signal and lead to a similar spectral distri-
bution in terms of the recoil energy. The two possibilities
can, in principle, be discriminated by the light yield dis-
tribution of the signal events. However, at the low recoil
energies in question, there is considerable overlap between
the oxygen, calcium, and tungsten bands, so that we can
currently not completely resolve the ambiguity. This may,
however, change in a future run of the experiment.

Fig. 11 illustrates the fit result, showing an energy
spectrum of all accepted events together with the expected
contributions of backgrounds and WIMP signal. The solid
lines correspond to the likelihood maximum M1, while
the dashed lines belong to M2. The complicated shape
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of the expectations is the result of taking into account
the energy-dependent detector acceptances. In particular,
the di↵erent energy thresholds of the individual detector
modules lead to a steep increase of the expectations when
an additional module sets in.

We note that neither the expected ↵- or lead recoil
backgrounds nor a possible neutron background resemble
a WIMP signal in terms of the shape of their energy spec-
trum. Even if our analysis severely underestimated one
of these backgrounds, this could therefore hardly be the
explanation of the observed event excess.

On the other hand, the leakage of e/�-events rises
steeply towards low energies and one may be tempted to
consider a strongly underestimated e/�-background as the
source of the observation. However, in addition to the en-
ergy spectrum, also the distribution in the light yield pa-
rameter needs to be taken into account. Fig. 12 shows the
corresponding light yield spectrum of the accepted events,
together with the expectations from all considered sources.
Again, the shape of the expectations is the result of the
individual detector acceptances being considered. As ex-
pected, the contributions from the e/�- and also from the
↵-background quickly decrease towards lower light yields
and thus di↵er significantly from the expected distribution
of a WIMP signal.

In order to check the quality of the likelihood fit, we
calculate a p-value according to the procedure summarized
in Section 5.1. We divide the energy-light yield plane into
bins of 1 keV and 0.02, respectively, and include the accep-
tance region of each module as well as the alpha- and Pb
recoil reference regions in the calculation. The two likeli-
hood maxima are found to give very similar results, with
p-values of about 0.36 and 0.35, respectively. This not very
small value for p indicates an acceptable description by our
background-and-signal model.

Unexplained

......and unmodulated
3

FIG. 2. Ionization yield versus recoil energy in all detectors
included in this analysis for events passing all signal criteria
except (top) and including (bottom) the phonon timing crite-
rion. The curved black lines indicate the signal region (-1.8�
and +1.2� from the mean nuclear recoil yield) between 7 and
100 keV recoil energies, while the gray band shows the range
of charge thresholds. Electron recoils in the detector bulk
have yield near unity. The data are colored to indicate recoil
energy ranges (dark to light) of 7–20, 20–30, and 30–100 keV
to aid the interpretation of Fig. 3.

the exposure of this analysis is equivalent to 23.4 kg-days
over a recoil energy range of 7–100 keV for a WIMP of
mass 10 GeV/c2.

Neutrons from cosmogenic or radioactive processes
can produce nuclear recoils that are indistinguishable
from those from an incident WIMP. Simulations of the
rates and energy distributions of these processes using
GEANT4 [22] lead us to expect < 0.13 false candidate
events (90% confidence level) in the Si detectors from
neutrons in this exposure.

A greater source of background is the misidentifica-
tion of surface electron recoils, which may su↵er from re-
duced ionization yield and thus contribute events to the
WIMP-candidate region; these events are termed “leak-
age events”. Prior to looking at the WIMP-candidate
region (unblinding), the expected leakage was estimated
using the rate of single scatter events with yields con-
sistent with nuclear recoils from a previously unblinded
dataset [23] and the rejection performance of the timing
cut measured on low-yield multiple-scatter events from
133Ba calibration data. Two detectors used in this anal-
ysis were located at the end of detector stacks, so scatters
on their outer faces could not be tagged as multiple scat-
ters. The rate of surface events on the outer faces of these
two detectors were estimated using their single-scatter
rates from a previously unblinded dataset presented in
[23] and the multiples-singles ratio on the interior de-
tectors. The final pre-unblinding estimate for misidenti-
fied surface electron-recoil event leakage into the signal
band in the eight Si detectors was 0.47+0.28

�0.17(stat.) events.
This initial leakage estimate informed the decision to un-
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FIG. 3. Normalized ionization yield (standard deviations
from the nuclear recoil band centroid) versus normalized
phonon timing parameter (normalized such that the median
of the surface event calibration sample is at -1 and the cut
position is at 0) for events in all detectors from the WIMP-
search data set passing all other selection criteria. The black
box indicates the WIMP candidate selection region. The data
are colored to indicate recoil energy ranges (dark to light) of
7–20, 20–30, and 30–100 keV. The thin red curves on the bot-
tom and right axes are the histograms of the data, while the
thicker green curves are the histograms of nuclear recoils from
252Cf calibration data.

blind. After unblinding, we developed a Bayesian es-
timate of the rate of misidentified surface events based
upon the performance of the phonon timing cut mea-
sured using events near the WIMP-search signal region
[23]. Multiple-scatter events below the electron-recoil
ionization-yield region from both 133Ba calibration and
the WIMP-search data were used as inputs to this model.
Because the WIMP-search sample is sparser compared
to the calibration data, the combined estimates are more
heavily weighted towards the calibration data leakage es-
timates. Additionally the leakage estimate is corrected
for the fact that the passage fraction of singles and mul-
tiples di↵ers by a factor of 1.7+0.8

�0.6, as measured on low-
yield events outside of the nuclear recoil band. The sys-
tematic uncertainty on the leakage estimate comes from
the uncertainty on this scale factor, the choice of prior in
the Bayesian analysis, and the method used to reweigh
the energy distribution of surface events from calibration
data to reflect the distribution in WIMP search data.
The final model predicts an updated surface-event leak-
age estimate of 0.41+0.20

�0.08(stat.)
+0.28
�0.24(syst.) misidentified

surface electron-recoil events in the eight Si detectors.
Classical confidence intervals provided similar estimates
[24].

After all WIMP-selection criteria were defined, the sig-
nal regions of the Si detectors were unblinded. Three
WIMP-candidate events were observed, with recoil en-
ergies of 8.2, 9.5, and 12.3 keV, on March 14, July 1,
and September 6 of 2008, respectively. Two events were
observed in Detector 3 of Tower 4, and the third was ob-
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FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, �d,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1� statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than
0.06 [keV

nr

kg day]�1 are excluded at the 99% C.L.
For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-
sis of CoGeNT data is consistent with previously pub-
lished analyses [6, 7, 14]. Figure 3 shows the modu-
lated spectrum of both CDMS II and CoGeNT, assum-
ing the phase (106 days) which best fits the CoGeNT
data over the full CoGeNT energy range. Compatibil-
ity between the annual modulation signal of CoGeNT
and the absence of a significant signal in CDMS is de-
termined by a likelihood-ratio test, which involves cal-
culating � ⌘ L

0

/L
1

, where L
0

is the combined max-
imum likelihood of the CoGeNT and CDMS data as-
suming both arise from the same simultaneous best-fit
values of M and �, while L

1

is the product of the maxi-
mum likelihoods when the best-fit values are determined
for each dataset individually. The probability distribu-
tion function of �2 ln� was mapped using simulation,
and agreed with the �2 distribution with two degrees
of freedom, as expected in the asymptotic limit of large
statistics and away from physical boundaries. The simu-
lation found only 82 of the 5⇥103 trials had a likelihood
ratio more extreme than was observed for the two ex-
periments, confirming the asymptotic limit computation
which indicated 98.3% C.L. incompatibility between the
annual-modulation signals of CoGeNT and CDMS for the
5.0–11.9 keV

nr

interval.
We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events
without applying the ionization-based nuclear-recoil cut.
These samples are both dominated by electron recoils.
Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
showing maximum-likelihood fits for both CoGeNT (light or-
ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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timing that are transformed so that the WIMP accep-
tance regions of all detectors coincide.

After unblinding, extensive checks of the three candi-
date events revealed no data quality or analysis issues
that would invalidate them as WIMP candidates. The
signal-to-noise on the ionization channel for the three
events (ordered in increasing recoil energy) was measured
to be 6.7�, 4.9�, and 5.1�, while the charge threshold
had been set at 4.5� from the noise. A study on pos-
sible leakage into the signal band due to 206Pb recoils
from 210Po decays found the expected leakage to be neg-
ligible with an upper limit of < 0.08 events at the 90%
confidence level. The energy distribution of the 206Pb
background was constructed using events in which a co-
incident ↵ was detected in a detector adjacent to one
of the 8 Si detectors used in this analysis. Further-
more, as in the Ge analysis, we developed a Bayesian
estimate of the rate of misidentified surface events based
upon the performance of the phonon timing cut mea-
sured using events near the WIMP-search signal region
[22]. Classical confidence intervals provided similar esti-
mates [23]. Multiple-scatter events below the electron-
recoil ionization-yield region from both 133Ba calibration
andWIMP-search data were used as inputs to this model.
The final model predicts an updated surface-event leak-
age estimate of 0.41+0.20

�0.08(stat.)
+0.28
�0.24(syst.) misidentified

surface events in the eight Si detectors.

This result constrains the available parameter space
of WIMP dark matter models. We compute upper lim-
its on the WIMP-nucleon scattering cross section using
Yellin’s optimum interval method [24]. We assume a
WIMP mass density of 0.3 GeV/c2/cm3, a most probable
WIMP velocity with respect to the galaxy of 220 km/s,
a mean circular velocity of Earth with respect to the
galactic center of 232 km/s, a galactic escape velocity of
544 km/s [25], and the Helm form factor [26]. Fig. 4
shows the derived upper limits on the spin-independent
WIMP-nucleon scattering cross section at the 90% con-
fidence level (C.L.) from this analysis and a selection of
other recent results. The present data set an upper limit
of 2.4⇥ 10�41 cm2 for a WIMP of mass 10 GeV/c2. We
are completing the calibration of the nuclear recoil energy
scale using the Si-neutron elastic scattering resonant fea-
ture in the 252Cf exposures. This study indicates that our
reconstructed energy may be 10% lower than the true re-
coil energy, which would weaken the upper limit slightly.
Below 20 GeV/c2 the change is well approximated by
shifting the limits parallel to the mass axis by ⇠ 7%. In
addition, neutron calibration multiple scattering e ↵ ects
improve the response to WIMPs by shifting the upper
limit down parallel to the cross-section axis by ⇠ 5%.

A model of our known backgrounds, including both
energy and expected rate distributions, was constructed
for each detector and experimental run for each of the
three backgrounds considered: surface electron recoils,
neutron backgrounds, and 206Pb recoils. Simulations of
our background model yield a 5.4% probability of a sta-
tistical fluctuation producing three or more events in our

FIG. 4. Experimental upper limits (90% confidence level) for
the WIMP-nucleon spin-independent cross section as a func-
tion of WIMP mass. We show the limit obtained from the ex-
posure analyzed in this work alone (black dots), and combined
with the CDMS II Si data set reported in [22] (blue solid line).
Also shown are limits from the CDMS II Ge standard [11] and
low-threshold [27] analysis (dark and light dashed red), EDEL-
WEISS low-threshold [28] (orange diamonds), XENON10 S2-
only [29] (light dash-dotted green), and XENON100 [30] (dark
dash-dotted green). The filled regions identify possible signal
regions associated with data from CoGeNT [31] (magenta,
90% C.L., as interpreted by Kelso et al. including the e↵ect
of a residual surface event contamination described in [32]),
DAMA/LIBRA [16, 33] (yellow, 99.7% C.L.), and CRESST
[18] (brown, 95.45% C.L.) experiments. 68% and 90% C.L.
contours for a possible signal from these data are shown in
blue and cyan, respectively. The asterisk shows the maxi-
mum likelihood point at (8.6 GeV/c2, 1.9⇥ 10�41 cm2).

signal region.

This model of our known backgrounds was used to in-
vestigate the data in the context of a WIMP+background
hypothesis. We performed a profile likelihood analysis in
which the background rates were treated as nuisance pa-
rameters and the WIMP mass and cross section were
the parameters of interest. The highest likelihood is
found for a WIMP mass of 8.6 GeV/c2 and a WIMP-
nucleon cross section of 1.9⇥10�41 cm2. The goodness-
of-fit test of this WIMP+background hypothesis results
in a p-value of 68%, while the background-only hypoth-
esis fits the data with a p-value of 4.5%. A profile like-
lihood ratio test including the event energies finds that
the data favor the WIMP+background hypothesis over
our background-only hypothesis with a p-value of 0.19%.
Though this result favors a WIMP interpretation over
the known-background-only hypothesis, we do not be-
lieve this result rises to the level of a discovery.
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ERRATUM: SEARCH FOR LIGHT DARK MATTER IN XENON10 DATA

XENON10 Collaboration
(Dated: May 3, 2013)

In our letter, the 90% CL exclusion limits presented in Fig. 3 were incorrect, due to a software bug. The corrected
limits are shown in Fig. 4, keeping all other assumptions and parameters as described in the original work. This leads
to a decrease in sensitivity of approximately {⇥2, ⇥4, ⇥5} at dark matter particle masses of {5, 10, 20} GeV. The
corrected limit calculation is in good agreement with the work of [1] if we make the same astrophysical assumptions.
The original conclusions of the letter are not a↵ected by this correction.

We also point out that the parameterization of the detector energy resolution contained a typo: it should read
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FIG. 1: Previously published (solid curve, labeled “This work”) and corrected (solid green curve, labeled “corrected”) 90% CL
exclusion limits obtained from our data. The original figure is otherwise unmodified.

[1] M. T. Frandsen, F. Kahlhoefer, C. McCabe, S. Sarkar and K. Schmidt-Hoberg, arXiv:1304.6066 [hep-ph].
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FIG. 2. The 241Am spectra along the analysis chain are
shown in Fig. 2(a). The distribution of the random noise
fluctuation and the discriminator threshold of our hardware
are given in Fig. 2(b). The trigger efficiency εtrig and PSD
cuts efficiency εPSD have also been shown in the same plot.
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FIG. 3. The observed energy spectra showing raw data, data
after TT cut, TT + Ped cuts and TT + Ped + PSD cuts were
given in Fig. 3(a), respectively. The inset plot in Fig. 3(a)
showed the background spectrum after TT + Ped + PSD
cuts with both the εtrig, cuts efficiencies, fiducial mass, and
the dead time correction. Eight K-shell peaks for L-shell
peaks prediction are identified. The low energy spectrum in
the range of 0.4 - 2.4 keVee was shown in Fig. 3 (b), as well
the calculated L-shell background contribution and the flat
γ background with the expanded statistical error band. The
residual spectrum was shown in Fig. 3(c) superimposed with
the predicted spectra for 5 GeV, 7 GeV, and 9 GeV WIMP
with spin-independent cross-section σχN = 1.75× 10−40 cm2.

Considering both the trigger and signal selection effi-
ciencies, the 400 eVee energy threshold is selected as our
energy threshold for physical analysis. Fig. 3(a) shows
the low energy background spectrum detected by the
PPCGe detector with corrections of the εtrig and cuts effi-
ciencies, fiducial mass and the dead time. Both statistic
and systematic errors are considered with standard er-

ror propagation. Several characteristic X-ray peaks can
be seen. They are due to the cosmogenic radioactive
isotopes which are mainly generated within the germa-
nium crystal before installation into CJPL, and include
68,71Ge, 68Ga, 73,74As, 65Zn, and so on. Because of the
1.5 mm oxygen-free high-conductivity Copper cryostat
surrounding the germanium crystal, the external low en-
ergy x-rays cannot enter into the bulk of the PPCGe
detector. Energy calibration was therefore accomplished
by using these internal origin radioactive isotopes. The
decays of the K-shell (10.37 keV) and L-shell (1.29 keV)
peaks of 68,71Ge isotopes accord well with their expected
half-life [14]. As the characteristic x-rays are internal
and short-ranged, the detection efficiency is almost 100%.
The ratios of K-shell to L-shell X-ray events calculated
based on reference [15] are used to predict the intensity
of L-shell in the lower energy ranges (< 2 keVee). The
background spectrum in the low energy range of 0.4 -
2.4 keVee and the L-shell contributions calculated from
the eight clearly visible K-shell peaks has been shown in
Fig. 3(b).
We do not apply the surface-bulk cut in this analy-

sis. Accordingly, from simulations and previous mea-
surements [4, 6, 9], there should be a flat γ spec-
trum contributed by the bulk γ events which is mainly
located at the internal volume of a PPCGe detector
and monotonously decreasing background spectrum from
anomalous surface events due to incomplete charge col-
lection. so that the expected background should be
monotonously decreasing. In addition to the L-shell X-
rays contributions, a conservative flat background level
was subtracted at an energy range beyond the tails of the
χ-N nuclear recoil spectrum which, for mχ < 12 GeV,
corresponds to 1.7-2.4 keVee. The final residual spec-
trum in the region of 0.4-2.4 keVee is shown in Fig. 3(c)
from which the constraints on WIMP are derived.
The thickness of the outer n+ layer of a p-type germa-

nium detector can be measured by a multi γ-ray isotope,
such as 133Ba [16]. Due to the close match in total mass
and the structure between the CDEX-1 and TEXONO
[9] detectors, we chose the same depth of the dead layer
as 1.16 mm with an uncertainty of 10% for easy compar-
ison. This gives rise to a fiducial mass of 905 g with an
uncertainty of less than 1%, corresponding to a data size
of 14.6 kg-day.
The quenching factor of the recoiled Ge nucleus is given

by the TRIM program [17]. The parameters chosen for
the WIMP in thermal equilibrium includes Maxwellian
velocity distribution with ν0 = 220 km · s−1, the escape
velocity νesc = 544 km · s−1 and the local density (ρχ) of
0.3 GeV ·cm−3. The energy resolution of the PPCGe was
derived from the calibration data and then extrapolated
to the region less than 1 keVee.
The predicted spectrum of WIMP-nucleon spin-

independent interaction can be evaluated. Using the
standard WIMP halo assumption [20], The light-WIMP
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FIG. 4. Exclusion plot of spin-independent coupling, super-
imposed with the results from other benchmark experiments.
The results is also shown in this figure including the 90%
confidence regions favored by CoGeNT [4], DAMA/LIBRA
[5], and CRESST-II [18], as well the exclusion limits from
CDMS-II (Si) [6], XENON100 and the low-threshold analysis
of XENON10 [8], TEXONO [9], and CRESST-1 [19].

spectra corresponding to 5 GeV, 7 GeV and 9 GeV
WIMP with spin-independent cross-section σχN = 1.75×
10−40 cm2 are also put on the spectrum in Fig. 3(c).
Assuming all of the events from our final residual spec-

trum are induced by incident WIMP, we can derive upper
limits on the WIMP-nucleon spin-independent cross sec-
tion at different WIMP masses. Binned Poisson method
[21] is utilized and the exclusion curve with 90% C.L.
is displayed in Fig. 4, along with the results from other
experiments [4–8, 18]. Although we did not apply the
bulk-surface cut and the anti-Compton suppression, the
results are close to the latest sensitivities of the reference
[9]. The bulk-surface cut could reduce the background
level by a factor of 2-3 [4, 9] and we expect that our new
result with bulk-surface cut can be used to check these re-
sults. Also the residual spectrum we have achieved need
to be understood further with more data.
An anti-Compton detector will be added to test its

performance and background level in the regime of low
cosmic-ray flux. It will need to be evaluated whether
the suppression power of this anti-Compton detector
in CJPL can balance its additional contribution to the
PPCGe’s background due to its own radioactivities in
detail. This will aid in the understanding of the cosmic-
ray induced background when compared with the results
from the reference [9], and it will be very helpful for the

evaluation of the sensitivity of the possible future tonne-
scale germanium experiment in the dark matter search
by CDEX collaboration.
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FIG. 5: Regions of dark matter parameter space which can account for the two events observed in XENON100’s signal region
(assuming both events are produced by dark matter interactions), using the energy-dependent model for Snr described by the
sloped dashed line in Fig. 4. In the left and right frames, respectively, we have used the Alternative (left) and Manzur (right)
models for Le↵ (see Fig. 2).

tributed (instead of Poisson), the event rate predicted at
XENON100 can be reduced by up to a factor of roughly
50%. Without a sophisticated Monte Carlo which ac-
counts for these many stochastic processes, we cannot
reliably estimate the impact of any non-Poissonian fluc-
tuations in the S1 signal of low-energy nuclear recoils.

We also remind the reader that the overall e�ciencies
of XENON100 are very sensitive to the precise value of
S1 in the range of nuclear recoil energies relevant for low-
mass dark matter particles (see Fig. 1 of Ref. [34]). Even
very small changes in the e�ciency curve could signif-
icantly alter the rate of nuclear recoil events predicted
from low-mass dark matter particles.

D. The Dark Matter Velocity Distribution

So far, we have restricted ourselves to discussing un-
certainties involved with the response of the XENON100
detector itself. Variations in the assumptions regarding
the velocity distribution of the dark matter [54–57] or its
interactions [27, 32] could also help to reconcile their con-
straint with the signals reported by CoGeNT and CDMS.
In this subsection, we consider the former of these possi-
bilities.

As is conventional, the XENON100 collaboration has
adopted a maxwellian velocity distribution for the dark
matter, with a local circular velocity of v

0

= 220 km/s
and a galactic escape velocity of v

esc

= 544 km/s [58].
The precise value of the escape velocity can be impor-
tant when considering direct detection signals appearing
very near experimental thresholds. In particular, we find
that for an 8 GeV dark matter particle, and our low
L
e↵

model, lowering v
esc

from 544 km/s to 500 km/s
(450 km/s) reduces the overall event rate predicted for
XENON100 by a factor of 1.55 (3.3). In contrast, Co-
GeNT’s signal extends well above their energy threshold,
making their signal less sensitive to the escape velocity

assumed. In Fig. 6, we show the impact of this parame-
ter on the favored dark matter parameter space. A low
value of the escape velocity can mildly help to reconcile
XENON100 with CoGeNT and CDMS. We also direct
the reader to Ref. [54], which considers a range of cos-
mologically motivated dark matter velocity distribution
models, demonstrating that the tension between the re-
sults of XENON100 and CDMS can be significantly re-
duced relative to that found in the case of a standard
Maxwellian distribution.

V. PREDICTIONS FOR LUX

In this paper, we have argued that there are su�cient
uncertainties in the details of XENON100’s response to
low-energy (⇠3-5 keV) nuclear recoils that it is possi-
ble that the results of their analysis of 224.6 live days of
data may be consistent with the regions of dark matter
parameter space favored by CoGeNT and CDMS. Fur-
thermore, we have argued that the two nuclear recoil
events reported by XENON100 are not easily accounted
for with published backgrounds, but exhibit the charac-
teristics (S1 and S2/S1) predicted for a dark matter par-
ticle in the mass range favored by CoGeNT and CDMS.
If these two events arise from the same dark matter par-
ticle being observed by CoGeNT and CDMS, then the
upcoming LUX experiment [59] should detect a signifi-
cant excess of low-energy nuclear recoil events (as should
XENON1T).
For the purposes of detecting low-mass dark matter

particles, the LUX experiment improves on XENON100
in two important respects. Firstly, their fiducial mass
of 100 kg is a factor of almost three time larger than
XENON100’s. Even more important in the case of low-
mass particles is LUX’s much higher light yield (Ly),
which has been measured to be at least 2, or perhaps
3, times as high as XENON100’s [60, 61]. For dark mat-
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FIG. 4: Measurements of Snr as a function of recoil energy, in
the presence of a 0.73 kV/cm field [38] (the closest measured
value to the 0.53 kV/cm field used in XENON100). The hor-
izontal dashed line denotes the energy-independent behavior
assumed by XENON100 (Snr = 0.95). In contrast, the mildly
sloped dashed line provides a slightly better fit to the data.

likely leading to a systematic overestimation of L
e↵

at
low-energies [46, 47]. For the sake of balance, we also
note that arguments have been put forth suggesting that
the measurements of Manzur et al. [38] may systemati-
cally underestimate L

e↵

[48].

B. The Impact of XENON100’s Electric Field

By definition, the quantity L
e↵

denotes the relative
scintillation e�ciency of liquid xenon at zero electric field.
The electric fields used to collect and observe the ioniza-
tion signal in dual-phase xenon-based detectors, however,
impact the probability that a given electron will recom-
bine with a xenon molecule, and thus alter the amount of
S1 and S2 signals that result from a nuclear recoil event.
The equation describing the mean S1 signal from a nu-
clear recoil in XENON100 (see Eq. 1) accounts for the
e↵ect of the electric field with the quantities S

nr

and S
ee

,
which represent suppression of the S1 signal by the elec-
tric field for nuclear and electronic recoils, respectively.
XENON100’s light yield, Ly, is also a field dependent
quantity.

The XENON100 collaboration, for their drift field of
0.53 kV/cm, takes these quantities to be S

nr

= 0.95 and
S
ee

= 0.58. These values are based on measurements of
56 keV nuclear recoils, and 122 keV electron recoils, re-
spectively, and are explicitly assumed to be independent
of energy [49]. In the case of S

ee

, the actual energy de-
pendence in this quantity is absorbed into the definition
of the light yield, Ly. Any energy dependence in S

nr

relative to the value measured at 56 keV, however, will
impact the interpretation of XENON100’s events.

Although there is currently no significant evidence for
an energy dependence of S

nr

, the related uncertainties
and quoted errors are large [38], leaving open the possibil-
ity that S

nr

may be smaller than assumed for low-energy

recoils. The LUX Collaboration, for example, consid-
ers it likely that S

nr

is energy-dependent, and have pro-
jected their sensitivities under the assumption that S

nr

is significantly (⇠20%) lower at keV-scale energies than
at the higher energies used by XENON100 to estimate
this quantity [47, 50].
In Fig. 4, we show S

nr

as measured in Ref. [38], for the
case of a 0.73 kV/cm electric field (of the field strengths
considered in Ref. [38], this is the closest to XENON100’s
value of 0.53 kV/cm). The horizontal dashed line repre-
sents the energy-independent value of 0.95 adopted by
the XENON100 collaboration. In contrast, the sloped
dashed line provides a slightly better fit to the data and
is similar to the model favored by the LUX collaboration.
In Fig. 5, we show that by using this choice of S

nr

, and
a model of L

e↵

near the central values of Horn et al. [39]
(the “Alternative Model”, or dotted line in Fig. 2) or
Manzur et al. [38] (the “Manzur Model”, or dot-dashed
line in Fig. 2), we can find consistency (or near consis-
tency in the case of the Manzur Model) between the re-
sults of XENON100, CoGeNT, and CDMS. Note that, in
contrast to Refs. [37, 38], Horn et al. [39] measured L

e↵

in the presence of an electric field, and thus have also
implicitly measured the energy dependance of S

nr

.
E↵orts are currently underway to measurements S

nr

(and Qy) over a range of electric fields and recoil ener-
gies [51]. Such measurements will be essential to inter-
preting low-energy nuclear recoil events in liquid xenon
detectors.

C. Low-Energy E�ciencies, S1 Fluctuations, and
Other Considerations Near Threshold

As discussed in Sec. II, XENON100’s sensitivity to
dark matter particles lighter than ⇠10 GeV is entirely
reliant on the small fraction of the highest energy re-
coil events which produce S1 signals that are well above
the mean value predicted (ie. upward fluctuations from
the mean S1 signal described by Eq. 1). In this respect,
XENON100 can only observe events which are on the tail
of the recoil energy distribution and on the tail of the
distribution of S1 PMT fluctuations. The XENON100
collaboration treats the distribution of their S1 fluctua-
tions as Poissonian. In actuality, such fluctuations are
unlikely to be so simple. For example, the LUX col-
laboration’s Monte Carlo simulation accounts for many
sources of stochastic fluctuations, including those from
light collection, quantum e�ciency, recombination, the
Fano factor, excitation vs. ionization channels, dE/dx,
and particle track history, etc [52, 53]. While some of
these variations may be well described by a Poisson dis-
tribution, others are not. If the actual distribution of S1
signals around the mean is less broad than the Poisson
distribution assumed by the XENON100 collaboration,
it could lead them to overestimate their sensitivity to
low-energy nuclear recoils [46]. As a naive example, we
note that by treating these fluctuations as binomially dis-
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Under the same assumptions as made by the XENON100
collaboration, however, the cross section required to ac-
count for these two events is two orders of magnitude
lower than that implied by the CoGeNT and CDMS sig-
nals. If we adopt a lower value for the scintillation e�-
ciency of liquid xenon, and account for the possibility of
energy dependence in the suppression of the scintillation
signal resulting from the experiment’s electric field, we
find that it is possible that XENON100’s two events could
have arisen from the same dark matter species responsi-
ble for the excesses observed by CoGeNT and CDMS.
Other factors, such as the details of the treatment of
scintillation fluctuations and uncertainties in the dark
matter velocity distribution, could also help to alleviate
the apparent tension between these experiments.

II. DETECTING LOW-MASS DARK MATTER
WITH XENON100

Two phase liquid xenon dark matter detectors such as
XENON100 measure nuclear recoil events through a com-
bination of scintillation light and ionization. The mean
scintillation signal (in units of photoelectrons, PE) from
a nuclear recoil of energy, E

nr

, is given by:

S1 = E
nr

Ly Le↵

(E
nr

)
S
nr

S
ee

, (1)

where Ly is the light yield in photoelectrons per unit
energy (at the appropriate drift field), and L

e↵

is the
scintillation e�ciency of nuclear recoil events in liquid
xenon relative to that of 122 keV

ee

electron recoils (see
Fig. 2). The quantities S

nr

and S
ee

account for the sup-
pression of the scintillation signal resulting from the ex-
periment’s electric field, for nuclear and electronic recoils,
respectively. The XENON100 collaboration takes these
quantities to be S

nr

=0.95 and S
ee

= 0.58, for their drift
field of 0.53 kV/cm, and assumes that they are inde-
pendent of energy (we will return to this assumption in
Sec. IV). XENON100’s light yield at 122 keV

ee

is taken
to be Ly = 2.28 ± 0.04 PE/keV

ee

, based on an inter-
polation of measurements made at 40, 80, 164, and 662
keV

ee

[35, 36].
In addition to scintillation light, the drift field of the

XENON100 experiment allows for the observation of elec-
trons which are ionized as the result of nuclear or elec-
tronic recoils. The mean ionization signal resulting from
a nuclear recoil of energy, E

nr

, is given by:

S2 = E
nr

Qy(E)Y, (2)

where Qy is the charge yield (the number of free electrons
per unit energy), and Y is the secondary amplification
factor, or the ratio of S2 photoelectrons observed to elec-
trons produced. The XENON100 collaboration quotes a
measurement of Y = 19.5 ± 0.1 photoelectrons per elec-
tron, with fluctuations fit to a Gaussian distribution of
width �Y = 6.7 photoelectrons per electron.

FIG. 2: Recent measurements of the liquid xenon’s relative
scintillation e�ciency, Le↵ [37–39]. The solid black curve de-
notes the values adopted by the XENON100 collaboration in
their most recent analysis [34, 40]. The dashed, dotted and
dot-dashed curves are other Le↵ models that we will consider
in Secs. III and IV.

The basic strategy employed in past dual phase xenon-
based searches has been to use the S1 signal to approx-
imately determine the energy of a given nuclear recoil
event, and then to use the ratio of S2 and S1 signals
to distinguish nuclear recoil events from electron recoil
backgrounds (the ratio of S2 to S1 is significantly larger
for electron recoils than for nuclear recoils). For rel-
atively heavy dark matter particles (>⇠ 20 GeV), this
strategy is straightforward. For lighter dark matter par-
ticles, however, a number of subtle and potentially sig-
nificant uncertainties come into play, making robust con-
clusions more di�cult to draw. For dark matter parti-
cles with m

DM

'7-10 GeV, assuming a standard choice
for the velocity distribution (XENON100 derives their
limits assuming a standard Maxwellian distribution with
v
0

= 220 km/s and v
esc

= 544 km/s, and a local den-
sity of 0.3 GeV/cm3), a large majority of nuclear recoils
will impart a few keV or less, corresponding to an aver-
age S1 signal of less than 1 photoelectron. In contrast,
in the analysis producing their most recent constraints,
the XENON100 collaboration imposed a threshold of
S1� 3 PE (and S1> 0.3 PE in at least two coincident
photomultiplier tubes). For their assumed velocity dis-
tributions and scintillation e�ciency, L

e↵

(E
nr

) [40] (see
Fig. 2), a 7-10 GeV dark matter particle will produce
no events with S1� 3 PE unless fluctuations around the
mean predicted signal are considered. In other words,
all of XENON100’s events from a low-mass dark mat-
ter particle represent significant upward fluctuations in
the S1 signal, well above the mean given in Eq. 1. If
we assume that these fluctuations are simply Poisson-
distributed (as the XENON100 collaboration does), and
include a Gaussian S1 resolution with � = 0.5

p
S1(PE)

PE [35], a 7 GeV (10 GeV) dark matter particle with an
elastic scattering cross section of �

SI

= 2⇥ 10�41 cm2 is
predicted to produce ⇠0.0055 (0.10) events per kg-day
with S1� 3 PE, corresponding to '40 (800) events over

Evidence for light dark matter particles?

XENON100 detects events too!

Is XENON100’s sensitivity overestimated?

COMPATIBLE!

37Thursday, June 27, 13



.

✓
recoil

rate

◆
=

✓
particle

physics

◆
⇥ (astrophysics)

DM-nucleus elastic scattering

Dark matter particle

Nuclear recoil

38Thursday, June 27, 13



Particle physics model

.

✓
particle
physics

◆
=

�SI(E) + �SD(E)
2mµ2

Spin-independent and spin-dependent cross sections

Reduced mass µ = mM/(m + M)

What force couples dark matter to nuclei?

�(E) = E
max

d�

dE
=

2µ2v2

m

d�

dE

.

✓
recoil

rate

◆
=

✓
particle

physics

◆
⇥ (astrophysics)

Coupling to either nucleon number density or nucleon spin density

39Thursday, June 27, 13



Particle physics model

ModelsModels References

S
U
S
Y

MSSM neutralino Goldberg 1983; Griest 1988; Gelmini, Gondolo, Roulet 1989; Griest, 
Roszkowski 1991; Bottino et al 2002-11; Kuflik, Pierce, Zurek 2010; 
Feldman et al 2010; Cumberbatch et al 2011; Belli et al 2011; .....S

U
S
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beyond-MSSM neutralino Flores, Olive, Thomas 1990; Gunion, Hooper, McElrath 2005; Belikov, 
Gunion, Hooper, Tait 2011; Belanger, Kraml, Lessa 1105.4878; ......

S
U
S
Y

sneutrino .....; An, Dev, Cai, Mohapatra 1110.1366; Cerdeno, Huh, Peiro, Seto 
1108.0978; .....

minimalist dark matter
(real singlet scalar with Z2)
minimalist dark matter
(real singlet scalar with Z2)

Silveira, Zee 1985;  Veltman, Ydnurain 1989; McDonald 1994; Burgess, 
Pospelov, ter Veldhuis 2000; Davoudiasl, Kitano, Li, Murayama 2004; 
Andreas et al 2008-10; He, Tandean 1109.1267; .....

technicolor and aliketechnicolor and alike ....; Lewis, Pica, Sannino 1109.3513; .....

kinetically-mixed U(1)’
(Higgs portal)
kinetically-mixed U(1)’
(Higgs portal)

.....; Foot 2003-10; Kaplan et al 1105.2073; An, Gao 1108.3943; 
Fornengo, Panci, Regis 1108.4661; Andreas, Goodsell, Ringwald 
1109.2869; Andreas 1110.2636; Feldman, Perez, Nath 
1109.2901; ......

baryonic U(1)’baryonic U(1)’ Gondolo, Ko, Omura ; Cline, Frey 1109.4639; ......

................................................ .............................

1-10 GeV WIMP; very incomplete
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FIG. 5: Neutralino–nucleon cross section ξσ
(nucleon)
scalar as a func-

tion of the neutralino mass for the LNM scan and for gd,ref
= 290 MeV. The (red) crosses denote configurations with
a heavy Higgs mass in the range compatible with the AT-
LAS [11] and CMS [12] excess at the LHC. The shaded areas
denote the DAMA/LIBRA annual modulation regions: the
upper area (vertical shade; green) refers to the case where
constant values of 0.3 and 0.09 are taken for the quenching
factors of Na and I, respectively[10]; the lower area (cross
hatched; red) is obtained by using the energy–dependent Na
and I quenching factors as established by the procedure given
in Ref. [43]. The gray regions are those compatible with the
CRESST excess [7]. In all cases a possible channeling effect is
not included.The halo distribution functions used to extract
the experimental regions are given in the text.

These are contained in the band shown in the right panel
of Fig. 2, with values of the mA parameter in the range
90 GeV ≤ MA ≤ 129 GeV. This subpopulation of light
neutralinos would have a neutralino–nucleon elastic cross
section in the domain depicted in Fig. 5 by (red) crosses,
and would then be in amazing agreement with the results
of DM direct detection.
The identification of a putative Higgs boson with the

H boson does not seem to be incompatible in terms of
production cross section and branching ratios. Though,
it might happen that imposing restrictive requirements
concerning these quantities would imply some further se-
lection within the neutralino population previously dis-
cussed. A thorough analysis of these aspects is beyond
the scope of the present paper.

IV. CONCLUSIONS

We have reviewed the status of the phenomenology
of light neutralinos in an effective Minimal Supersym-
metric extension of the Standard Model (MSSM) at the
electroweak scale, in light of new results obtained at the
CERN Large Hadron Collider. First we considered the
impact of the new data obtained by the CMS Collabora-
tion on the search for the Higgs boson decay into a tau
pair, and by the CMS and LHCb Collaborations on the
branching ratio for the decay Bs → µ+ + µ−, and we es-
tablished that, on the basis of these data, the new value
for the lower bound of the neutralino mass is mχ # 18
GeV.

Then we have examined the possible implications of
the excess of events found by the ATLAS and CMS Col-
laborations in a search for a SM–like Higgs boson around
a mass of 126 GeV, with a most likely mass region (95 %
CL) restricted to 115.5–131 GeV (global statistical sig-
nificance about 2.3 σ). We have derived that the ex-
cess around mSM

H = 126 GeV, which nevertheless needs
a confirmation by further runs at the LHC, would imply
a neutralino in the mass range 18 GeV <∼ mχ <∼ 38 GeV,
with neutralino–nucleon elastic cross sections fitting well
the results of the dark matter direct search experiments
DAMA/LIBRA and CRESST.

It is worth stressing that light neutralinos in the mass
range considered here do not appear to be constrained
by DM indirect searches (such as astrophysical gamma
fluxes of diffuse extragalactic origin or from dwarf galax-
ies, and the low–energy cosmic antiproton flux). A de-
tailed investigation of these aspects would however de-
serve a dedicated analysis.
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Istituto Nazionale di Fisica Nucleare within the As-

troparticle Physics Project (MIUR contract number:
PRIN 2008NR3EBK; INFN grant code: FA51). S.S.
acknowledges support by NRF with CQUEST grant
2005-0049049 and by the Sogang Research Grant 2010.
N.F. acknowledges support of the spanish MICINN Con-
solider Ingenio 2010 Programme under grant MULTI-
DARK CSD2009- 00064.

compatible 
with CMS

DAMA, Q=const

D
AM

A, Q
(E)

CRESST

DAMA
CoGeNT

Solid lines: cosmological bounds for given (in label) 
neutralino mass [analytic approx]
Allowed regions: above the lines

LEP Higgs bound implemented through sin2(α-β)
Tevatron Higgs bounds: yellow region 

Red points: neutralinos lighter than 10 GeV

Scatter plots are obtained from full numerical 
calculation (not analytic approx)

CMS 

CMS 

CMS: Baglio, Djouadi arVix:1103.6247

(a) D0: inclusive tau production
(b) CDF: inclusive tau production
(c) D0: tau+b associate production
(d) D0 + CDF: inclusive tau, combined

LEP Higgs

mχ<10GeV

CMS (h→τ+τ-)

Bottino et al 1112.5666

~10 GeV neutralinos may account for DAMA, CoGeNT, and CRESSTX
Fornengo at TAUP 2011

negative LHC Higgs searches impose mχ >18 GeV
(see also Kuflik, Pierce, Zurek 2010)

44Thursday, June 27, 13



Minimalist dark matter

Gauge singlet scalar field S, stabilized by Z2 symmetry
Silveira, Zee 1985

LS =
1
2
@µS@µS � 1

2
µ2

SS2 � �S

4
S4 � �LH†HS2

do not confuse with minimal dark matter

Andreas, Arina, Hambye, Ling, Tytgat 2010
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Figure 1: SI cross section (�0
n

) vs scalar singlet mass (m
S

), for ⇢
DM

= 0.3 GeV/cm3 and a standard Maxwellian velocity
distribution (with mean velocity 220 km/s and escape velocity v

esc

= 650 km/s, see our conventions in [22]). The green region
corresponds to CoGeNT (minimum �2, with contours at 90 and 99.9% C.L.), for which we have assumed that the excess at low
recoil energies is entirely due to DM (assuming a constant background contamination). The DAMA regions (goodness-of-fit,
also at 90 and 99.9% C.L.) are given both with (purple/orange) and without (purple, no fill) channelling. The blue region
corresponds to the CDMS-II two events, at 1�, which we obtained following the procedure of [37]. The blue (short-dashed) line
is the 90% C.L. exclusion limit from CDMS-Si [38]. The black dotted line is the 90% C.L. exclusion limit from the Xenon10
2009 data set, using their scintillation e�ciency [39], as also considered in [37]. The long-dashed line is based on the same
data but using instead the smaller scintillation e�ciency advocated in [40] (central value, at 1� the corresponding exclusion
can be found in [34]). Finally, the brown lines (continuous) encompass the region predicted by the singlet scalar DM model
corresponding to the WMAP range 0.094  ⌦

DM

h2  0.129, for 0.2  f  0.4.

Ursa Minor Draco

m
S

and BR �pred(cm
�2s�1) �95%CL

lim (cm�2s�1) �pred(cm
�2s�1) �95%CL

lim (cm�2s�1)

10 GeV

BR(SS ! ⌧+⌧�) ' 10% 8.5⇥ 10�10 7.8⇥ 10�10 1.6⇥ 10�9 1.6⇥ 10�9

BR(SS ! bb̄+ cc̄) ' 90%

6 GeV

BR(SS ! ⌧+⌧�) ' 20% 1.5⇥ 10�9 1.0⇥ 10�9 2.8⇥ 10�9 1.7⇥ 10�9

BR(SS ! bb̄+ cc̄) ' 80%

Table I: Comparison between the expected gamma-ray flux from a light scalar and the 95%C.L. limits given by the Fermi-Lat
collaboration, Figure 2 in [48]. For the 10 GeV candidate the limits are extracted assuming annihilation into bb̄ with a BR of
100%. The limits for the 6 GeV candidate are our extrapolations, assuming BR=80% BR in bb̄ and BR=20% in ⌧+⌧�.

Following a suggestion made in [34], we may confront the model to data on the gamma flux from dwarf galaxies
recently released by the Fermi-LAT collaboration [48]. The analysis in [48] gives, for various dwarf galaxies, the 95
% C.L. limit on the total flux � of gamma rays (with energy between 100 MeV and 50 GeV) that may be produced
through annihilation of dark matter. The published analysis, which is quite sophisticated, is limited to candidates
with a mass larger than 10 GeV. However the spectrum of photons is quite similar for slightly lighter candidates
(see Figure 2), so we expect the constraints to extrapolate smoothly for, say, a 6 GeV candidate. For the sake of
illustration, we consider the limits from two representative dwarf galaxies, Draco and Ursa Minor [48]. In Table I, we
give the predictions for the singlet scalar model for candidates with mass 6 and 10 GeV, assuming the NFW profiles
as used by the collaboration (see Table 4 of [48]), and for �v = 2.5 · 10�26 cm3·s�1.
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can extract λ from the relic-density number ΩDh
2 = 0.1123±0.0035 [18]. We follow the procedure

given in Ref. [11] and present the results in the SM3+D, for 2.5GeV ≤ mD ≤ 400GeV and a few
mh values for illustration relevant to Higgs searches, in Fig. 1(a), where the band widths reflect the
relic-density range. In the SM4+D, the λ results are mostly somewhat lower than their SM3+D
counterparts, by no more than ∼20%, similarly to what was found in Ref. [11].

A number of experiments have been and are being performed to detect DM directly by looking
for the recoil energy of nuclei caused by the scattering of a WIMP off a nucleon [19–25]. Data
from the direct searches impose extra constraints on the allowed parameter space of the darkon
model. The detection observable is the spin-independent cross-section σel of the darkon-nucleon
elastic interaction through h exchange in the t-channel [5, 11, 13]. Thus to compute σel requires
knowing the Higgs-nucleon coupling gNNh besides the darkon-Higgs coupling λ. We again follow
Ref. [11], but here employ a range of gNNh to account for its sizable uncertainty arising from
its dependence on the pion-nucleon sigma term σπN which is not well determined [27]. For the
latter, phenomenological analyses yield 36MeV ≤ σπN ≤ 71MeV [28], whereas lattice calculation
results have a broader spread from ∼15 to 90 MeV [29]. Accordingly, we can reasonably take
30MeV ≤ σπN ≤ 80MeV. With the aid of the relevant formulas in Refs. [11, 15], this translates
into 1.07× 10−3 ≤ gSM3

NNh ≤ 3.19× 10−3 and 1.60× 10−3 ≤ gSM4
NNh ≤ 3.31× 10−3.

We display in Fig. 1(b) the calculated σel in the SM3+D for the same choices of darkon and Higgs
masses as in Fig. 1(a). It also shows curves representing the results of the latest direct-searches
for DM, including CRESST-II which has reported new indications of WIMP existence [26]. Evi-
dently the uncertainties in gNNh can make σel vary by up to an order of magnitude [27]. Neverthe-
less, this gives us a more realistic picture of how the data probe the darkon model. The SM4+D
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FIG. 1: (a) Darkon-Higgs coupling λ as a function of darkon mass mD in SM3+D for Higgs-mass values
mh = 115, 150, 200, 450 GeV. (b) The corresponding darkon-nucleon cross-section σel, compared to ex-
perimental 90%-CL upper-limits from CoGeNT (magenta dotted curve) [20], CDMS (brown long-dashed

curves) [21], XENON10 (green dot-dashed curve) [22], and XENON100 (black long-dashed curve) [23], as
well as the two (cyan) areas representing possible WIMP events found by CRESST [26] and the (dark gray)
area that can accommodate both DAMA/LIBRA [19] and CoGeNT [20] signal data [30]. The black-dotted

sections of the curves in (a) are disallowed by the direct-search limits in (b), as discussed in the text.
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Constraints from the LHC: a 125 GeV Higgs is not 99.2% invisible

Djouadi, Falkowski, Mambrini, Quevillon 2012

Light 
WIMP
 region

4

signal and the V+jets backgrounds, we estimate the ex-
pected bound to be Rexp

inv

< 0.9 at 95%CL with 15 fb�1

at
p
s=8 TeV. Obviously, this is just a crude estimate,

as it crucially depends on experiments’ ability to control
systematic errors on the V+jets backgrounds.

Invisible branching fraction and direct detection

If the invisible particle into which the Higgs boson
decays is a constituent of dark matter in the universe,
the Higgs coupling to dark matter can be probed not
only at the LHC but also in direct detection experi-
ments. In this section, we discuss the complementarity of
these two direct detection methods. We consider generic
Higgs-portal scenarios in which the dark matter particle
is a real scalar, a real vector, or a Majorana fermion,
� = S, V, f [8, 26]. The relevant terms in the e↵ective
Lagrangian in each of these cases are

�LS = �1

2
m2

SS
2 � 1

4
�SS

4 � 1

4
�hSSH

†HS2 ,

�LV =
1

2
m2

V VµV
µ+

1

4
�V (VµV

µ)2+
1

4
�hV V H

†HVµV
µ,

�Lf = �1

2
mfff � 1

4

�hff

⇤
H†Hff + h.c. . (2)

The partial Higgs decay width into dark matter �(H !
��) and the spin–independent �–proton elastic cross sec-
tion �SI

�p can be easily calculated in terms of the param-
eters of the Lagrangian, and we refer to Ref. [8] for com-
plete expressions. For the present purpose, it is impor-
tant that both �(H ! ��) and �SI

�p are proportional to
�2

H��; therefore, the ratio r� = �(H ! ��)/�SI

�p depends
only on the dark matter mass M� and known masses
and couplings (throughout, we assume the Higgs mass
be MH = 125 GeV). This allows us to relate the invisi-
ble Higgs branching fraction to the direct detection cross
section:

BRinv

� ⌘ �(H ! ��)

�SM

H + �(H ! ��)
=

�SI

�p

�SM

H /r� + �SI

�p

(3)

with �SM

H the total decay width into all particles in the
SM. For a given M�, the above formula connects the
invisible branching fraction probed at the LHC to the
dark matter-nucleon scattering cross section probed by
XENON100. For mp ⌧ M� ⌧ 1

2

MH , and assuming
the visible decay width equals to the SM total width
�SM

H = 4.0 MeV [27], one can write down the approxi-
mate relations in the three cases that we are considering,

BRinv

S '

⇣
�SI
Sp

10

�9
pb

⌘

400
⇣

10 GeV

MS

⌘
2

+
⇣

�SI
Sp

10

�9
pb

⌘

BRinv

V '

⇣
�SI
V p

10

�9
pb

⌘

4⇥ 10�2

�
MV

10 GeV

�
2

+
⇣

�SI
V p

10

�9
pb

⌘

BRinv

f '

⇣
�SI
fp

10

�9
pb

⌘

3.47 +
⇣

�SI
fp

10

�9
pb

⌘ (4)

Thus, for a given mass of dark matter, an upper bound
on the Higgs invisible branching fraction implies an up-
per bound on the dark matter scattering cross section
on nucleons. In Fig. 2 we show the maximum allowed
values of the scattering cross section, assuming the 40%
bound on BRinv

� advocated in Ref. [3]. Clearly, the re-
lation between the invisible branching fraction and the
direct detection cross section strongly depends on the
spinorial nature of the dark matter particle, in particular,
the strongest (weakest) bound is derived in the vectorial
(scalar) case.

In all cases, the derived bounds on �SI

�p are stronger
than the direct one from XENON100 in the entire range
where M� ⌧ 1

2

MH . In other words, the LHC is currently
the most sensitive dark matter detection apparatus, at
least in the context of simple Higgs-portal models (even
more so if � is a pseudoscalar, as in [29]). This conclusion
does not rely on the assumption that the present abun-
dance of � is a thermal relic fulfilling the WMAP con-
straint of ⌦DM = 0.226 [28], and would only be stronger
if � constitutes only a fraction of dark matter in the uni-
verse. We also compared the bounds to the projected
future sensitivity of the XENON100 experiment (corre-
sponding to 60,000 kg-d, 5-30 keV and 45% e�ciency).

Of course, for M� > 1

2

MH , the Higgs boson cannot
decay into dark matter6, in which case the LHC cannot
compete with the XENON bounds.

20 40 60

Scalar

Vector

Fermion

XENON100

(pb)σ SI

χM    (GeV)

BR  = 40%
inv
χ

−11
10

−7
10

−9
10

XENON100 (projected)

6 In this case, one should consider the pair production of dark
matter particles through virtual Higgs boson exchange, pp !
H⇤X!��X. The rates are expected to be rather small [8, 30].

LHC limit
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• An extra U(1) gauge boson Z’ 
coupled to quarks but no 
leptons, with no significant 
kinetic mixing

• Works for mZ’~10-20 GeV and 
α’~10-5

Example: Leptophobic Z’

Light WIMPs with light Z′ boson

For simplicity, and as a benchmark for our discussion,
we take the DAMA/CoGeNT region outlined in [13],
shown in orange (gray) on the mX-!Xp plane in Fig. 1.
Other analyses of the CoGeNT exponential excess (e.g.
[4,7,14]) recover different regions in the mX-!Xp plane,
mostly to the right of the orange (gray) region shown, some
compatible and some incompatible with the DAMA/
LIBRA modulation region. Our choice of region is to be
considered only as indicative of the general location of a
possible region of DAMA/CoGeNT compatibility, and so
should the numerical values of masses and couplings we
obtain in the following. Were we to choose another region
in the vicinity of that outlined in [13], the corresponding X,
Z0, and g0 values would be different, but an explanation in
terms of an extra Abelian gauge boson would still exist.

Figure 1(a) corresponds to a Dirac fermion X, Fig. 1(b)
to a scalar X (the direct detection constraints are identical
in the two panels). Figure 1 also shows the best current
bounds from negative dark matter searches [the excluded
region in blue (dark shaded)]: CRESST at lower masses
(from [4]) and XENON10 at larger masses. Two curves are

shown for the XENON10 bound, one from [12], the other
from [4]. They reflect different assumptions on the light
detection efficiency near the threshold of the detector: the
assumption with the higher detector sensitivity excludes
the DAMA/CoGeNT region, the other does not.

IV. RELIC DENSITY

The thermal density of the CDM particles X is given by
the Boltzmann equation,

dn

dt
þ 3Hn ¼ #h!annviðn2 # n2eqÞ; (14)

where n is the X number density and neq is its value in
thermal equilibrium.
To compute the relic density, we use the procedure in

[25] as implemented in DARKSUSY [34]. For this
purpose, we introduced into DARKSUSY the invariant anni-
hilation rate W ¼ 8Ep!ann, where !ann ¼

P
f!XXy!ff þ

!XXy!Z0Z0 is the total XX& or X !X annihilation cross section
given above.
We impose that the computed cosmic density of X

particles "Xh
2 (in units of 1:8783' 10#26 kg=m3) equals

the observed value of the cold dark matter density"ch
2 ¼

0:1123( 0:0035 [35]. The thermal relic density depends
on "0, mZ0 , and mX. If we fit the DAMA/CoGeNT region,
the resulting parameters "0 and mZ0 lead to a thermal
density that is too large unless the annihilation is close,
but not too close, to the resonance at mX ) mZ0=2.
Contour lines of "X ¼ "c in the mX-!Xp plane are

shown in Fig. 1 for several values of mZ0 (the error bars
on "ch

2 are within the thickness of the lines drawn). The
parameter"0 changes along each line. Below each line, one
has "X >"c. The thick red and purple contours corre-
spond to mZ0 ¼ 12 GeV=c2 and 20 GeV=c2, respectively.
Each contour shows a dip at mX ¼ mZ0=2 due to the
annihilation through the Z0 resonance. As a function of
mX, the resonance dip is highly asymmetric, being wider at
mX <mZ0=2. This is the correct behavior expected from
the finite-temperature momentum distribution of particles
X during annihilation in the early universe [25].
We see that the "X ¼ "c contour lines sweep the

DAMA/CoGeNT region for Z0 masses in the range *1 to
*20 GeV=c2, touching the DAMA/COGeNT region on
the left at the lowest mZ0 and on the right at the highest
mZ0 . Figure 2 gives a better visualization of the range of
masses mZ0 and coupling constants "0 that fit the DAMA/
CoGeNT region.
Notice that a heavy Z0 with mZ0 * 150 GeV=c2, such as

in suggested explanations of the CDF Wjj anomaly, has
trouble matching the DAMA/CoGeNT region. If such a
heavy Z0 couples universally to quarks, "X in the DAMA/
CoGeNT region would be too high, as seen by the location
of the 150-GeV=c2 dashed line in Fig. 1. A correct X
density may be obtained with nonuniversal couplings to

FIG. 1 (color online). Contour lines of "X ¼ "c for several
values of the Z0 boson mass mZ0 . On each contour, the cosmic
density of particles X [fermions in (a) and scalars in (b)] equals
the cosmic density of cold dark matter. Also shown are the
DAMA/CoGeNT region [in orange (gray)], direct detection
constraints [in blue (dark gray)], and accelerator constraints [in
yellow (light gray)].

P. GONDOLO, P. KO, AND Y. OMURA PHYSICAL REVIEW D 85, 035022 (2012)

035022-4

Fermi dwarfs
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Astrophysics model
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Astrophysics model: velocity distribution
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Astrophysics-independent approach
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Figure 14: Astrophysics independent comparison of CoGeNT and DAMA modulation amplitudes.

4.3.2 Summary of Halo-Independent Comparisons

A direct comparison of the modulated amplitude allows us to make interesting comparisons

between di↵erent experiments. The most direct, to CDMS-Ge, shows that the modulation is

compatible with CDMS, but only if the modulation is nearly 100%. As a consequence, the

modulation should be easily apparent in the CDMS data.

Ultimately, while there is a rough agreement between the size of the CoGeNT modulation

and the DAMA modulation, the energy range over which the modulation is spread seems

in conflict with previous interpretations [35] invoking a high Q
Na

, without disregarding a

modulation in an energy range which is statistically as significant as in the lower energy

range.

Indeed, as expected, the presence of modulation in the high energy range brings about

the greatest tensions overall. The absence of a signal at CDMS-Si requires the signal to be

highly modulated, while XENON100 should have seen a signal unless L
eff

is significantly

smaller than the measurements of [50].

Such comparisons are only in the context of SI scattering proportional to A2. Invoking

interference between protons and neutrons to alleviate XENON100 constraints would exacer-

bate tensions with CDMS-Si, and likely cannot address these questions. Other models, such

as SD couplings or iDM would fall outside this analysis, however.

Clearly, if the modulation in the high energy regime persists, any interpretation in terms

of spin-independent elastic scattering will be challenging.

5. Conclusions

The search for dark matter is a central element of modern astrophysics, modern cosmology

and particle physics. The discovery of particle dark matter is of such importance that any

claim must be corroborated by another experiment, and within a single experiment, before

it can be believed. The presence of modulation of events in the CoGeNT experiment makes

22
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Figure 7. Measured values of �g̃(vmin) from DAMA and CoGeNT compared to the exclusion limits
from other experiments. For the upper panels, no assumptions on the modulation fraction have
been made, for the lower panels, we assume that the modulation fraction is bounded by the red
line in the right panel of Figure 8. Even for weak assumptions on the modulation fraction, there
is significant tension between the di↵erent experiments, most notably it is impossible to find a DM
velocity distribution that describes the observed modulations and evades the bound from XENON100.

constrain �g̃(vmin). We consider therefore whether it is reasonable to make stronger assump-
tions about the modulation fraction and thus obtain more stringent experimental bounds.

5.1 Constraining the modulation fraction

We will now discuss what can be reasonably assumed about the modulation fraction given
known models of the galactic halo, and how it can be constrained once the velocity integral
has been measured. The predicted modulation fraction for various halo models are shown in
the left panel of Figure 8. We observe that for most values of vmin it is significantly below
100%. Note that a modulation fraction of 100% implies that no signal is observed at t0+0.5
yr, which is possible only if vmin > vesc + vE(t0 + 0.5 yr).
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FIG. 7: A comparison of measurements and constraints of the astrophysical observable g(v) [see

relevant expressions in (1),(2),(8)] for m
�

= 10 GeV: CoGeNT (blue), CDMS-Si (red, solid),

CDMS-Ge (green, dot-dashed), XENON10 - MIN L
eff

(purple, dashed), and XENON10 - MED

L
eff

(gray, dotted). CoGeNT values assume the events arise from elastically scattering dark

matter, while for other experiments, regions above and to the right of the lines are excluded at

90% confidence. The jagged features of the CDMS-Ge curve arise from the presence of the two

detected events.

how one quantifies a constraint. However, one can exploit the fact that g is a monotonically

decreasing function, so for our constraints, we simply assume that g(v) is constant below

v, and assume a Poisson limit on the integral of (8) from the experimental threshold to v.

However, other techniques could also be used, see the Appendix for more details.

This approach with a g � v plot has numerous advantages over the traditional m
�

� �

plots. It makes manifest what the relationships between the di↵erent experiments are in

terms of what v
min

-space is probed, and shows (for a given mass) whether tensions exist.

Moreover, the quantity g(v) is extremely tightly linked to the data, with only a rescaling

by form factor as in (8). Thus, unlike m
�

� � plots, which have a tremendous amount of

processing in them, this provides a direct comparison of experimental results on the same
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⌘̃(vmin) = ��p
⇢�

m�

Z 1

vmin

f(v)
v

d3v

Astrophysics-independent approach

Gondolo Gelmini 1202.6359

dR

dE0 =
Z 1

0
G(E0, E)

dR

dE
dE

vmin =

s
mT E

2µ2

�����

Include energy dependence of efficiency and energy response function.

Change variables:

Recoil energyMeasured energy Effective energy 
response function

Minimum WIMP speed
to impart recoil energy E

Halo-independent factor 
accessible to experiments

51Thursday, June 27, 13



Astrophysics-independent approach

Gondolo Gelmini 1202.6359

Include energy dependence of efficiency and energy response function.

R[E0
1,E0

2]
=

Z 1

0
R[E0

1,E0
2]

(vmin) ⌘̃(vmin) dvmin

⌘̃[v1,v2] =
Rmeasured

[E0
1,E0

2]R1
0 R[E0

1,E0
2]

(vmin) dvmin

Expected rate in energy interval [E1,E2]

Response function

Estimate of halo-independent factor in velocity interval [v1,v2]

⌘̃(v) <
Rupper limit

[E0
1,E0

2]R v
0 R[E0

1,E0
2]

(vmin) dvmin

52Thursday, June 27, 13



Astrophysics-independent approach

Del Nobile, Gelmini, Gondolo, Huh 2013

Include energy dependence of efficiency and energy response function.
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Figure 1: Response functions v�r
min

R
[E0

1

,E0
2

]

(v
min

) with arbitrary normalization
for several detected energy intervals and detectors for SI interactions (gray
dashed line) and for MDM.

XENON10. We take the data from Ref. [6] and use only S2 without
S1/S2 discrimination. The exposure is 1.2 kg ⇥ 12.5 days. We con-
sider the 32 events within the 1.4 keV–10 keV acceptance box in the
Phys. Rev. Lett. article (not the arXiv preprint, which had an S2 window
cut). We take a conservative acceptance of 0.94. For the energy resolution,
we convert the quoted energies into number of electrons ne = EQy(E), with
Qy(E) as in Eq. 1 of [6] with k = 0.11, and use the Poisson fluctuation
formula in Eq. (15) of [66].

In Fig. 1 we illustrate the e↵ect of various choices of r on the response
function v�r

min

R
[E0

1

,E0
2

]

(v
min

) for MDM for several energy bins and experiments:
the first energy bin of DAMA/LIBRA [1], 2 to 2.5 keVee, the 7 to 9 keV
CoGeNT-II used for the Si data [5] and the first, 0.43 to 1.11 keVee, and
last, 2.49 to 3.18 keVee, of CoGeNT [2, 3]. We also include RSI

[E0
1

,E0
2

]

(v
min

)

for the standard SI interaction (gray dashed line) for a comparison. The
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Astrophysics-independent approach

Still depends on 
particle model

Halo modifications 
alone cannot save 
the SI signal regions 
from the Xe bounds

Del Nobile, Gelmin, Gondolo, Huh 2013
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Figure 3. Comparison of the modulated and unmodulated measurements of ⌘(v
min

) as a function
of v

min

for m = 9 GeV/c2. The left column is for isospin-conserving couplings fn/fp = 1; the right
column is for isospin-violating couplings fn/fp = �0.7. The top row has sodium quenching factor
in DAMA Q

Na

= 0.45, the central row Q
Na

= 0.30, and the bottom row Q
Na

= Q
Na,Collar

(E) of
Ref. [23]. The crosses and lines represent: for the modulated part ⌘

1

, the CoGeNT measurements
(blue crosses), the DAMA measurements (green crosses), and the CDMS-II-Ge bound (magenta line
with downward arrow); for the unmodulated part ⌘

0

, the CDMS-II-Si measurements (red crosses),
the CDMS-II-Ge bound (blue line), the CDMS-II-Si bound (red line), the XENON10 bound (orange
line), and the XENON100 bounds (purple lines, dashed for the latest data).

CoGeNT and CRESST-II measurements, and the CDMS-II, XENON10, XENON100 and
SIMPLE bounds on the unmodulated part ⌘

0

. In both left and right panels Q
Na

= 0.30 and
m = 9 GeV/c2. It is assumed that the WIMP couplings are isospin-conserving in the left panel
an isospin-violating with fn/fp = �0.7 in the right panel. For isospin-conserving coupling

– 8 –

Spin-independent interactions ��A = A2��pµ2
�A/µ2

�p

CDMS-Si event rate 
is similar to annual 
modulated rates
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Astrophysics-independent approach

Del Nobile, Gelmin, Gondolo, Huh 2013

Anomalous magnetic moment dark matter
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Figure 2: Measurements and bounds on v10
min

⌘̃0(v
min

) and v10
min

⌘̃1(v
min

) for
a WIMP of mass m = 6 GeV with magnetic dipole interactions (MDM),
multiplied by v�10

min

so that the vertical axis has the usual ⌘̃ unit of day�1 and
the bounds show ⌘̃lim(v

min

) (as usual for SI interactions).

normalization of each curve is arbitrary. For r = 0, the MDM response
function is divergent and goes like v at large velocities, given the v2 behavior
of (v2d�T/dER

) (see discussion at the beginning of Sec. 4). The divergent
behavior is much more pronounced in the low-energy bins. The choice r = 3 is
already enough to regularize the divergent behavior, but still yields too large
v
min

intervals. For growing values of r, the peak of the response function,
mostly in the low energy bins, shifts towards low velocities, due to the v�r

factor. This peak, when far from the v
min

interval where R
[E0

1

,E0
2

]

(v) is non-
negligible, is unreliable as it is due to the low energy tail of the detector
energy resolution function GT (ER

, E 0), which determines the low velocity
tail of R

[E0
1

,E0
2

]

(v
min

) (see Eq. (20)) and is never well known. We found the
optimum r value by trial an error and for MDM we find that r = 10 is an
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Still depends on 
particle model

Halo modifications 
alone cannot save the 
MDM signal regions 
from the Xe bounds

CDMS-Si event rate 
is similar to annual 
modulated rates
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• The thermal WIMP hypothesis is under strong scrutiny, 
especially at masses ~10 GeV (light dark matter).

• Controversial evidence for direct detection of light dark 
matter particles (maybe be backgrounds).
- Halo-independent analyses show that recent CDMS-Si events 

occur at a rate smaller than the CoGeNT/DAMA modulation 
amplitudes.

• LHC and indirect searches (γ, CMB, e+) place strong 
contraints on models of ~10 GeV thermal WIMPs.
- Light supersymmetric particles may still be possible beyond the 

MSSM. Non-supersymmetric models include a 10-20 GeV Z′ 
boson coupled to quarks but not leptons.

Summary
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